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0 Background:


More than twenty years ago, I gave a paper at the great Davidson conference at Rutgers. The paper was on Davidson’s kinship to Derrida on some important issues in the philosophy of language. John Searle, who had written the most famous analytic denunciation of Derrida’s central argument, claiming that Derrida was just making heavy weather of the type-token and use-mention distinctions, was in the audience. It was an interesting discussion. At the time, I resolved to figure out a decisive argument that Derrida’s insight was significant, illuminating, and relevant. Here it is.

I Davidson and Use and Mention

Davidson claims that to know a language is to know the truth-conditions of each of its sentences. That is, it is to know every sentence of the form, `“Fred is a frog” is true if and only if Fred is a frog.’
 The whole point of a truth-definition is to describe understanding of a language without appealing to meanings. 

But if you know these truth-conditions, do you understand the sentence? To many philosophers, Davidson’s view does not seem to give sufficient conditions for understanding a language. As Harman pointed out,
 a “disquotational” truth-definitional target sentence can be produced by someone who does not know what the sentence means. That is, you all know that “`Fred is an amygdule’ is true if and only if Fred is an amygdule,” and even can give the general predicate-clause `”Is an amygdule” is true of an entity x if and only if x is an amygdule.’ But most of you probably have no idea what an amygdule is.
 

What does Davidson really want a truth-definition to do? The important feature of Davidson’s idea is that a truth-definition connects a named sentence (in the example, named by being quoted) with a clause that is used. The used clause gives the meaning of the named sentence. “Used” means something like “used to say something,” as an expression in a language, rather than as a password, voice-activation door signal, or lyric in a song in a language you do not understand.
 “Use” in the relevant sense of course entails “understand.”  Thus in the above example, if the person does not know what an amygdule is, he hasn’t met Davidson’s conditions.

Is this circular? No, it’s part of anomalous monism and the theory of interpretation. “Understand,” and so “use” is part of the intentional family of concepts. The explication of “understand” would involve belief, meaning, action, and other “intentional” concepts. In Davidson’s way of thinking, no member of the intentional family of concepts is reducible to any combination of others, though there are synthetic a priori connections among members of the family. A Davidsonian holds that “understand,” while connected to other concepts, is not reducible to anything else, but that “understand” has connections to other members of the family. 

Thus a truth-definition, as Davidson conceives it, does not amount to a reduction of the notion of meaning to something more basic. Rather, he has given a disquotational criterion of understanding a language that (of course) presupposes the notion of “use,” which presupposes the notion of understanding. But “use” is not determinable apart from relations to beliefs, intentions, etc. 

As Davidson was well aware, the conditions for using a word or sentence as an expression of a language are quite vague and indeterminate. Consider several cases: 

1) The spy you use to monitor activities in one part of the Axis of Evil is a lawyer who sits in on physicists’ meetings. Suppose your ignorant spy reports on what the scientists said by something like “They said that the deuterium coagulator had too high a Wilson number.” In the “that”-clause, is the spy using the words or rather just mentioning, i.e. citing or parroting the words? In the unlikely event that the lawyer can be trained in physics, exactly how much does he have to know in order to be able to use the “that”-clause? 

2) American pilots learn to say “Mayday” in distress in imitation of French pilots saying “m’aidez”. They’re not speaking French, or using French words as French words. They are communicating. At what point are they using the English word “Mayday” in this new sense? 

3) The traveler learns from observation of others that a particular phrase in Pashti gets intrusive merchants to leave him alone in the market. It turns out that the phrase means “I have AIDS.” In a way, the traveler is using the phrase, and in the Pashti sense, since its effectiveness depends on its Pashti meaning. But…

4) If one does crossword puzzles, one acquires a substantial vocabulary of words for birds, animals, architectural features, etc., that one has learned only by filling in other words. Do you understand the word “karakul” if you know only that it is a Eurasian animal? Are you using “karakul” when you say, “A karakul is a Eurasian animal?”

“Use” versus “non-use” (“mention” is actually a special case) seems to be a dimension of language-use, rather than two discrete kinds of phenomena. To characterize the situation of “borderline” case such as those above as somewhat impure use would suppose that there could be “pure use.” What would “pure use” be? 

The only account of “use,” pure or impure, is via terms from the intentional family of concepts. It might be sufficient for a pure use of “Fred is a frog” that a person utter “Fred is a frog” in order to assert that Fred is a frog. But “assert” requires other intentional components, perhaps a desire to bring the audience to believe the contents of what is asserted, or something. What we need is some kind of direct expression relation connecting the words and the thought. So, an expression is used iff it is the direct expression of the thought. Why could there not be such a direct account of “use” for Davidson? 

For Davidson, there is nothing with propositional structure for words to connect with that would distinguish use from mention. For Davidson, thoughts are words produced in a physiological, psychic, and physical environment. For Davidson, there are no tokens fundamentally different from linguistic ones. He holds that the arbitrariness of “dog” in relation to both sound and pet is present in any sign, including whatever signs there may be in neurons or spirit-entities. 

Therefore, there is nothing better for giving the meanings of utterances than one’s own language. There is no “language of thought” in which terms naturally refer. Why not? It seems that Davidson just assumes that there cannot be thoughts that can mean or refer only to their meanings. 

Note that this is not to say that there are no thoughts, beliefs or apprehensions of objects that are not “put in words.” Rather, interpretation ascribes propositional attitudes without supposing that there are “representations” corresponding to the contents of those attitudes. Davidson’s assignments of contents do not require that there are tokens that express those contents. Davidson would deny Kaplan’s mot, “No mentation without representation.” Following Wittgenstein, Davidson does not imagine that when you intend to open the door, there is a token-sequence, “door open” anywhere in the psyche. There are beliefs that p, desires that p, aspirations that p, and so forth, without there being syntactically structured representations that p. The intentional concept system is an interpretive system that explains phenomena by ascribing content to states. The states to which content is ascribed need not have syntax corresponding to the content. 

Davidson’s main reason for holding this view of mental states is his conception of anomalous monism, which in turn is required by his view that interpretation is constrained by norms of interpretation special to the rational action system of concepts.
 Such an interpretive system does have anchors, of course. There are at least some syntactically-ordered tokens in the head—sub-vocalizations, visualizations of sentences, the precursors of overt spoken sounds. Those tokenings, however, have all the important features of linguistic tokens.

But why couldn’t there be a syntactically structured system of signs that had referents by their very nature, i.e. underlying structured thoughts? Then language being used would be language expressing sentences in such a notation. The language would be full of meaning. Enter Derrida.

II Derrida on Iterability


Derrida makes two obvious observations about signs:

1) Any sign, that is, any token in a system of representation, is repeatable. Any sign can be re-applied outside of any given context or environment. Derrida’s term for this feature is “iterability.” A sign that could not be used again, or used otherwise, in the absence of the present author, intentions, or situation, is not a sign.


Thoughts, which are supposals, conjectures, imaginings, and the like, surely must be manipulable, and so must be usable in other contexts and meaningfully produced by other agents. (In the absence of the author.)

2) Given 1) no sign has a necessary connection to any particular referent. Any sign is arbitrary in relation to its referent. So, the relation of writing to meaning is the most revealing model of the relation of any mode of expression, speech, thought, or whatever, to meaning. 


From 1) and 2) there cannot be a “magic language” consisting of signs that by their very nature have the meaning they do on an occasion. There are no “thoughts” in the sense required to give direct sense to the use-mention distinction.  


If thoughts encode propositional contents, then the relation between thought and content is language-like. Thoughts cannot be by their nature tied to such propositional contents. If thoughts are propositional contents themselves (as in Frege), then we don’t have them as present to consciousness.


For any genuine system of signs, there is a gap between sign and meaning, as it were. I say “as it were” because “thoughts” seem to need to be their own meanings. 

III What about brains?


Neither Davidson nor Derrida deny that there are brains, which have mechanisms that map objects in the world, track objects in the world, produce images of objects in the world, and so on. Some of these processes and states, they would say, are very much like words, in that they are connected to objects and features of the world. 


The issue is how are such phenomena connected to propositions, logical consequence, constraints on interpretation, and the like. Here I appeal to the Churchlands’ arguments, especially Paul’s: Paul argues, citing what seem to be the analog character of neural states, and the digital character, as it were, of propositions, that the language-module, by which he understands the producer of propositional thoughts, sequences with syntax, is a distinctive special case of brain circuitry. Thus, he argues, there is no hope of reducing “psychological states” of “folk psychology to neural states. His conclusion is that there are no beliefs, desires, etc., more or less in the tradition of Quine. 

Another position is possible from those same arguments, and it is the one I attribute to Davidson and Derrida: Of course there are beliefs, desires, and thoughts.  Psychological states are reducible neither to neuro-physiological states nor to physical states, but that doesn’t undermine their reality. After all, being is supervenient on truth, not vice versa. So, the undoubted truths that we want things, desire things, and suppose things suffices that there are indeed such events and states.

� A truth-definition is a finite set of predicate-clauses, connective-clauses, and quantifier clauses that has all such “trivial” biconditionals as logical consequences.


� Harman, Gilbert, “Meaning and Semantics,” in Reasoning, Meaning, and Mind, Oxford UP, 1999.


� Many have argued along these lines that “truth-conditions” must be understood in some other way than disquotationally, since such truth-conditions can be given by someone who does not understand the sentence. Accounts of this understanding have by and large reinstated “meanings” as language-transcendent entities expressed in various languages. So “truth-conditions” have been interpreted as metaphysical truth-makers, such as facts, or as helpful explications of unclear notions in terms of clearer ones.


Thus, semantics as truth-condition-giving becomes apparently more illuminating: Modal semantics is given by paraphrases in terms of possible worlds, the semantics of propositional attitudes is given by paraphrases in terms of even more exotic worlds, and so forth. What is lost by this conception of semantics? For one thing, one plausible line between logical truth and theory is erased. If predicates have analyses that are part of meaning, you have to accept analytic truths, that is, sentences that are true in virtue of meaning, unless the division between theory and semantics is erased. Davidson, following Quine, wants to retain the idea that there are logical truths, true in virtue of form, that there are no semantic necessary truths that depend on which particular predicate occurs. In a pure Quinean-Davidsonian semantics predicates are distinguished from one another only by the number of their argument-places. 








� In fact, the words “Fred is an amygdule” must be used in the special way outlined in “On Saying That.”


� A further reason is that Davidson thinks it important that a theory of language be able to accommodate phenomena like Finnegan’s Wake. A Davidsonian complaint about most accounts of language is that they under-estimate the creativity of language use. Roland Barthes, for instance, not to mention most semanticists.


� Derrida further argues that no context can completely determine what a word or sentence means. His discussion of J.L. Austin, for instance, notes that unless one builds intention into the context, the account of speech acts won’t give determinate results. But intentions are themselves propositional attitudes, and so subject to interpretation.








