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I Modal as Problematic

Davidson (1974) rejects the conception of a “given” domain of objects. Without a given, there is no reason to treat necessity and possibility differently from other predicates, as long as there is something for them to be true of. Given an ontology of Fregean senses, for instance, “is necessary” might be just a predicate of such senses. The semantics would demand nothing else, since there is no mystery about necessity not being among the given data, since nothing is among the given data. So Humean worries that no sense-impression yields “necessary” is not a worry.

Kant (1781) tried to ground necessity as epistemological by analyzing necessities as impositions of the mind. Most of the early twentieth century analytic philosophers until 1970 followed Kant insofar as they accepted the idea that modal truths depend on humans and their thoughts rather than being a feature of the world itself. The majority view was that necessity was analyticity, if anything. 

After Kripke’s (1980), philosophers still thought some kind of special formal analysis of modality was required. Even though it was now respectable to treat necessity and possibility as features of the world, modality was somehow still suspect, requiring special reduction to something else.
II Possible worlds


A number of philosophers have constructed theories of various modalities, especially necessity and possibility, noting the strong analogy between the pair “possible” and “necessary” and the pair “some” and “all.” Modalities were quantifications over possible worlds. Given that possible worlds are some kind of beings, this would treat modalities extensionally. This idea of possible worlds goes back to Leibniz, the idea of quantifying over them had been part of Carnap’s (1947), and has been vigorously pursued ever since.



The project among philosophers of language and metaphysicians has been to construct an account of modality that analyzes modal sentences as some kind of complex non-modal quantification over possible worlds. Roughly, what has to be or could be is some kind of construction out of what merely is. Most, like Stalnaker (2003), treat the construction as a kind of heuristic device, and do not think that the construction is a reduction at all. I am happy to understand such analyses as heuristic devices which illuminate what it takes for modal predicates to apply to a proposition or to relate two propositions.


Others take the philosophical project to be an ontological reduction of what must be to what is. The lesson from Aristotle that the notion of being can be no more basic than that of necessity seems to be forgotten. To suppose that being a being is clear whereas being necessary is obscure forgets that any beings that can be counted require a principle of individuation, and thus a distinction between what they can be and what they cannot be.  

Theories quantifying over possible worlds, construed as proposals about the semantics of modal sentences, have spawned a variety of proposals for the semantics of various constructions, yielding deontic logics, alethic logics, temporal logics, et al. What the target sentences have in common is an apparent breakdown in extensionality.  On my view, these “logics” are theories about the extensions of modal and other predicates. They are not part of the semantics at all, any more than biological science is part of the semantics of “horse” and “plankton.” On the conception of the modalities I will defend, modals are predicates of “things said,” or propositions.


Since the opposing view of the vast majority is that modals are quantifications, perhaps we can step back a moment and consider what modal words seem intuitively to be. Many modals seem to be basically adjectives, with, of course, adverbial and nominal forms. “Necessary” does not seem to be characterizing a quantity of anything. “Probability” seems to be a quantity of which there can be more or less. We have “necessary,” “necessarily,” and “necessity.” Many modals seem to have comparatives. “More likely than not, we will have snow this winter,” “We are much more likely to have snow in January than in July,” and the like. Modals appear to be a special case of comparative adjectives. 

A further difficulty with treating possible worlds as the entities over which we quantify in understanding modals is Lewis’ (1986) argument that only his realist conception of possible worlds as concrete can do justice to modal intuitions without appealing to modality as primitive. I find his argument persuasive. I also find his conception of possible worlds impossible to believe. Therefore, an assignment of logical form that treats modals as predications and accepts that “necessary” is as primitive as “exists” deserves at least a try. 
III Parataxis


Of the constructions in which extensionality fails, such as psychological verbs and modals, the least problematic is quotation. In quotation, it is clear that one is talking about words as opposed to what words designate. Thus, of course, it is not substitution of co-referential terms when one substitutes “The square root of twenty-five” for “five” in “`Five’ has four letters.” A naturalistically-inclined philosopher would be attracted to the idea of a linguistic version of Frege’s conception of a reference-shift to explain substitution-failure. That is, one could explain why substitution of co-referential terms does not preserve truth-value by positing a reference-shift to something linguistic rather than to an exotic abstract entity like a Fregean sense. The fundamental difficulty with such theories is that, if the quotation or simulacrum of quotation in fact does its job by referring to a linguistic item, the sentence would appear to be talking about a linguistic item. But sentences about necessity and belief do not seem to be talking about language at all.


Church’s (1950) translation objection raised this question about a sophisticated version of this linguistic approach to belief-contexts, Carnap’s (1947) account. Carnap needed to accommodate the fact that a person can believe one of a pair of logically equivalents and not believe the other. So, “Galileo believed that the Earth moves” became “Galileo accepted a sentence in some language L intensionally isomorphic to `The Earth moves’ as an English sentence.” Church’s objection, briefly, was that the translation of the analysis of the belief-sentence into another language would carry along the translation of that specification of the language relative to which the signs were to be interpreted. That is, since “ `The Earth moves’ as an English sentence” refers to an English sentence, and translation at least preserves reference, the translation into Italian would also refer to the English sentence. But it does not.
a) “On Saying That”



Davidson (1968) proposed a semantics for non-extensional contexts that retains the idea that non-extensional contexts are to be understood in terms of the linguistic while avoiding the Church translation objection. Davidson also avoids the ad hoc device of postulating that certain sentential contexts bring about systematic shifts of reference. This second desideratum he called “semantic innocence,” (1968, p.68) by which he means that, prima facie, we should let words mean what they usually mean. Davidson’s account invokes interpreted linguistic items, but these interpretations of linguistic items are not parts of the sentence for which the semantics is being given. Thus the translation into another language need not contain names of those linguistic items. A further difference from Carnap is that the linguistic items are not conceived of as sequences of marks which have meaning only relative to an interpretation, but as speech- or writing-acts, which have a particular speaker or writing at a particular time, and so come with a meaning. 


Davidson’s idea is to treat the “that” in “Galileo said that the earth moves” as a demonstrative, so that the analysis would be, “Galileo said that. The earth moves.” “The earth moves” is a sentence with truth-conditions presented by the speaker for a particular purpose, that is, to present what it is that Galileo said. The speaker is neither endorsing nor not endorsing the sentence.  


The idea in Davidson’s (1968) is akin to Davidson’s (1967) thesis about truth-conditions generated by a well-founded truth-theory giving the meaning of sentences.  Davidson (1967) needs no ontology of meanings, but rather specifies the two-place predicate “means.” In the same way, there is no entity which is the content of an utterance, but what the utterance says can be demonstrated by producing an utterance that says the same, that is, an acceptable interpretation of the utterance. Another way of putting this is that the “that” clause, “that the Earth moves” does not refer at all, because it is not a constituent, just as “the present king of France” is not a constituent of “The present king of France is bald” according to Russell. Yet another way to put this: The “content” of the “that”-clause is no more a semantic constituent of the sentence than my facial grimace is of “When Fred tasted her Tofu Broccoli Surprise he went like this.”


What does it take for “the earth moves” to be what Galileo said? Davidson supposes a relation between utterances he calls “samesaying” that holds, in this case, between utterances. Two people are samesayers if their utterances say the same thing. The “things” are just the utterances and inscription-acts that are bound by the samesaying relation. Samesaying is supposed to capture something like the following: A’s and B’s utterances a and b make A and B samesayers just in case a is a good interpretation of b by A. 


There are several things to note about saying what another person said:


First, it is vague how close the match of truth-conditions has to be. In many circumstances, an interpretation presented need not even have the same truth-conditions as the actual utterance being interpreted. If Fred says, “I’m going to drive to Willimantic this afternoon” and I tell Bill “Fred said he would be in Willimantic before evening,” I have correctly reported what Fred said, even though some ways of being in Willimantic before evening do not involve driving. “Before evening” would be true if Fred arrived in the morning. 


It is indeterminable exactly which things I utter say the same as what another person said or wrote. In the same way, and for the same reason, it is indeterminable whether two people have exactly the same belief, and indeterminable whether one property is the same as another. As we will examine in the case of property-identity, the conditions that might be specified for saying the same thing parallel conditions that have been proposed for identity of properties.

Some contexts indeed require something close to citing the exact words of Fred, except for replacing his demonstratives with yours. If Fred said “I’m going to kill Susan,” then when I am on the witness stand, I cannot say “Fred said he was very angry at Susan” but I should say “Fred said that he was going to kill Susan.”


Second, as the above example makes clear, the interpretations that are given as what a person said are not translations, but interpretations. We reporters say the same thing by saying what Fred said from our point of view, as it were, changing the demonstratives to say the same thing from our position. So, the references of demonstratives and pronouns are shifted, as well as tenses. Fred’s utterance was made at a particular time and place. The reporter’s time and place may be quite different. To say the same thing, the demonstratives Fred used have to be replaced by demonstratives that demonstrate the same things from where and when and who the reporter is. 

Third, there is no problem with demonstratives that contain other demonstrations, once one bears in mind how tenses and references of demonstratives shift from context to context. Imagine a scenario where I am reenacting, for the entertainment of Fred’s detractors, Fred’s surprise at seeing the new façade of Manchester Hall. In front of the building, I start out saying “He went, like…”  I step back, as if stunned, and say, “Holy cow, that’s a disaster!” indicating the façade. My demonstration was a demonstration of a demonstration. The interpretation of my performance could be something like “Sam said that Fred said that the renovation was aesthetically unsatisfying.”

Fourth, the overt demonstrative is optional. “John said he would be here” is only stylistically different from “John said that he would be here.”

The notion of samesaying is not part of the semantics, but rather part of the explication or theory of the application of the predicate “says.” For someone to say an utterance that is correctly presented by the that-clause, samesaying has to obtain between the utterance and the content of the that-clause. In the same way, it is not part of the semantics of “run” that if “John runs” is true, then “John moves” is true.  


Davidson’s account of indirect discourse has been attacked on many fronts.  Some of these objections seem to me to rest on misapprehensions about what “samesaying” is. What we have observed above, that indirect discourse changes demonstratives and temporal indices, is raised as an objection to the theory. If “the same thing said” is taken to be “the same words, translated” then the objection would be good. But Davidson is talking about utterances, not sentence-types. And he is talking about interpretation, not translation. Others seem to be the result of lack of imagination. Lepore and Ludwig’s (2007) Chapter 11 catalogs the objections and responds to them in ways I endorse with only trivial reservations.  Blair (2003) is a book-length defense of Davidson’s basic idea. 



Ian Rumfitt’s (1993) suggests some modifications of Davidson’s ideas to accommodate some apparent difficulties. One of these suggestions is that we not focus on Davidson’s suggestion that “that” in the complementizer position is really the same word as “that” the demonstrative. If the theory is to be a general account of indirect discourse, modals, and propositional attitudes, it has to generalize beyond English. As Schiffer (1987, page 125) points out, other languages have different words in the two roles. The view has to be, rather that “that” in the “complementizer” position just is a demonstrative, and that “que” in French is likewise a demonstrative. 

Another of Rumfitt’s suggestions is that what Davidson needs is something like interpreted logical forms as demonstrated objects. Otherwise, ambiguous sentences, such as “John said the shooting of the hunters was atrocious” will not convey any particular thing that was said. That is, Rumfitt’s suggestion is that the demonstration must be to something more fine-grained than utterances as strings of words, since such strings can correspond to more than one thing said. 

I think this suggestion overlooks a distinction between “says that” and other applications of Davidson’s ideas. It makes sense to say “John said that his daughter goes to a pretty little girls’ school, but I’m not sure what he meant,” whereas it makes no sense to say “John believes that his daughter goes to a pretty little girls’ school, but I’m not sure what he believes. Propositional attitudes and modalities indeed require that one’s demonstrated utterance be interpreted in the logical form in which it is meant. But when one is reporting speech there are at least two ways one can be understood: One could mean to be reporting the intended meaning of what is said, which is to treat “said that” as exactly like “believes that,” or one could be reporting, in one’s own words, the actual speech production. Indirect discourse has a kind of ambiguity that other applications of Davidson’s idea lack. When one reports a belief, one’s utterance is correctly understood as one meant it, in order to be reporting a single belief. But what someone said can be understood as either their actual words, or their words as used, that is, with a particular logical form. “Things said” that are objects of attitudes and subjects of modal predicates are sentences as meant, that is sentences with their logical forms. A sentence is only used when it has a particular logical form. 


So, there are several possible things said by an utterance of a sentence such as “My daughter attends a pretty little girls’ school.” I can say”John said that his daughter goes to a pretty little girls’ school, but I don’t know what he meant.”
IV The logical form of modals 


The account of the modals I will offer has four parts: First, I show how simple modalities can be given a Davidsonian semantics. Second, I point out some difficulties that arise from the fact that many “conditional” modalities seem not to be a modal applied to a conditional. Third, I show that, apart from modal contexts, “if”-sentences can be interpreted as truth-functions. Fourth and finally, I offer an account of modals that treat the “if” component as in effect semantically neutral. “If” is basically punctuation for a two-place relation among things said. 

a) Simple modals


The simple, traditional modalities, such as “It is necessary that two is even” and “It is possible that more rain will fall next year” would fall easily under Davidson’s paratactic account. They will be something like “This is necessary. Two is even” and “This is possible. More rain will fall next year.” The “it” is an expletive that provides a subject for the sentence, like the “it” in “it is raining.” What a demonstrated sentence says is characterized with an adjective. Simple, partial, inadequate theories about what is said about such things said might be “Is a truth of logic” or “Follows from physical laws and present conditions.”  What precisely a thing-said has to be in order for the predicate “is necessary” to be true of it may not have an account in other terms—few predicates of interest are strictly definable outside of mathematics. However, the normal disquotational predicate clause will be accurate, if somewhat unilluminating: “X ҇  ‘is necessary’ is true if and only if what ‘X’ says is necessary.” So, “It is necessary that” is true just in case that is necessary. Depending on what “that” demonstrates, the sentence will be true or false.

“Is necessary” and “is possible” are adjectives, on this account, and should be treated in the way adjectives are treated. The kinds of necessity and possibility can be straightforwardly treated as adverbs. “That is logically possible,” “physically possible,” and the like will have the form, “There is some necessity x and x is of that and x is logical/ physical.” Just as with other comparative adjectives, the idea is to think of “quantities.” It may be objected that necessity and possibility do not admit of degree. That is a part of the theory of necessity and possibility, not the semantics.
 This peculiar feature has some important consequences, as we will see below. Many other modalities, for instance, “probable” do admit of degrees. For the purposes of this essay, we will not go into how to treat these modal predicates as comparative adjectives.

Nothing in the semantics will account for the equivalence of “It is not necessary that two is even” and “It is possible that two is not even.” That equivalence, along with the accounts of what it takes for the predicate “necessary” and “possible” to be true of things said, are theories involving those predicates. It is not out of the question that the best such theory will posit possible worlds, nor is it out of the question that the best such theory will analyze such predicates in terms of physical laws and their consequences, moral laws and their consequences, and the like. None of those theories need be construed as part of the meaning of the predicates.  The semantics will deliver only the disappointing “`It is necessary that two is even’ is true if and only if it is necessary that two is even.” We have a simple predication. 


In practice, however, such simple predications need to be interpreted. When someone says, “It is impossible for you to get from Boston to Manhattan in less than an hour,” some interpretation is needed if what was said is to be interpreted as true. An F-16 can make it in fifteen minutes. Somehow, conditions are imported into this “impossible” sentence. 
  One obvious idea is to take the demonstrated sentence to be the second argument of a modal “if”-sentence, with the antecedent implicit and given by context. Another obvious idea is to suppose that context, supplied by interpretation, allows sentences which are not literally true to be understood as saying something true. Any standard account of modality using possible worlds has essentially the same difficulty coming up with an account of how we actually understand modals. I will adopt both obvious strategies, in a way.

The modalities central to relative essentialism, as it happens, are the traditional ones, namely necessity and possibility. “Necessity” is of course the nominal formed from the predicate; “necessary” is the adjectival form, and “necessarily” the adverbial form of this predicate. Given that modal predicates are predicates, what are they true of? “Necessary” applies to very many kinds of things, all of them derived from linguistic items. There are necessary truths, necessary facts, necessary propositions, and necessarily applying properties. No point that I can see is served by regimentation. In general, there are numerous ways of saying the same thing. “It is a necessary truth that p,” “P is necessarily true,” and “The fact that p is a necessity” all come to the same thing, since propositions, states, and facts are all entities that derive from the same things said. 
b) Necessary properties and propositions

If Fred is necessarily rational, our understanding is that Fred (the human) is necessarily rational. Relative essentialism endorses such attributions of necessary properties. If properties are construed as things said, and things said are demonstrated items strictly outside the sentence, then the “necessarily” will be true of the state of Fred that he has the property, that is, of Fred’s being rational. The analysis will be, “There is a state x of Fred (the human) and x is Fred’s being that and x is necessary. Is rational.” The utterance demonstrates a thing said, in this case an open sentence. The failure of truth-preservation under substitution of, for instance, “has the trait Carnap most often mentions as a necessary one” is explained by “necessarily” being true of “rational” being true of Fred, a state. Facts, construed as states of the world, can be necessary. The “Fred” position is extensional, since “is rational” is the demonstrated thing said, not “Fred is human.” So, “The (human) jerk who offended everyone at Barbara’s wedding is necessarily rational” will be true just in case “Fred (the human) is necessarily rational” is true, given that Fred is the culprit. However, “is necessarily rational” will not be true of Fred the complex of micro-particles.

“It is necessary that Fred is human” is ambiguous between “That is necessary. Fred (the human) is rational.” and “Fred (the human) is such that he is necessarily that. Is rational.”  The first is de dicto. It says that the proposition that Fred (the human) is rational is necessary. The second is de re. The second says that Fred is in a state, being rational, necessarily.
V A fly in the ointment

Among the modalities, “necessary” and “possibly” are exceptional cases akin to “all” and “some” among the quantifiers. They are, as it were, extreme cases and that is why they can be represented as one-place predicates and their conditionals can be predicates scoping over conditionals. The wide scope reading of “If P then necessarily Q” can be represented as just “It is necessary that if P, then Q,” and the wide-scope reading of “If P, then possibly Q” can be represented as “It is possible that P and Q.” From the perspective of a general account of the semantics of modalities, though, these representations are misleading in the same way that the representation of “All frogs are green” as “\/x(Fx -> Gx)” is misleading. That is, the situation is very much like what is the case with “all” and “some.” Because they do not admit of degrees, “all” and “some” allow paraphrases using truth-functions. As Heim and Kratzer (1998) page 191 point out, it is a kind of misleading accident that “all” and “some” can be treated as one-place quantifications of truth-functions. “All frogs are green” comes out to have the same truth-conditions as the universal quantification of the truth-functional conditional and “Some frogs are green” is the existential quantification of the conjunction. Other quantifiers, such as “most” and “disgustingly few,” are not so simple. Necessity and possibility are likewise extreme limiting cases of modalities, and only for this reason can conditional necessity and possibility be one-place predicates of single things said, whether truth-functions or other conditionals.


The list of obvious modal predicates is very long, just as the list of quantifiers is very long.  “Can,” “has to”, “may,” “should,” “probably,” and “ought” only begin the list. The lesson of the quantifiers applies to modals. Rescher (1964) showed that no first-order paraphrase of “most” in terms of anything about a truth-functional conditional preserves truth-conditions. David Lewis (1976) establishes for modalities something similar to Rescher’s result about quantifiers. Where “If A then probably B” is understood as the ordinary language claim that the conditional probability of B relative to A is high, there is no way to get “If A then probably B” to be a compound of a one-place modality applied to any kind of conditional. Lewis proves that conditional probability is not the probability of any reasonable conditional.
  Trying to replace the truth-functional conditional with something whose truth-conditions are more suited to the English conditionals won’t work.


Hempel (1960) showed long ago that conditional probabilities do not detach. From “If A, then probably B” and “A” you cannot infer “B.” Davidson (1970) argued for the same result in the case of “ought.” In the case of “ought,” it is pretty clear that it cannot be a modality applied to a conditional. “If you want to succeed, you ought to study” is unlikely to amount to some conditional that ought to hold.

Most modalities explicitly or implicitly come with an “if” clause. Only for special cases like “necessary” does it turn out that a conditional modality comes out to be the same as the modality applied to a conditional. Briefly, if the “if” in “If A, then probably B” is not the probability of a conditional, then “if” must be doing nothing other than signaling the first argument of a semantically primitive two-place modal or otherwise intentional predicate. 

The consequence for a Davidsonian is that many conditional modalities are generally primitive two-place predicates. Since predicates have a determinate number of places, modalities must be either two-place or one-place. If conditional probability and conditional “ought”-sentences are not a probability-predicate or an “ought”-predicate applied to a conditional, then, if these are predicates at all, the “probability” and “ought” predicates in categorical and conditional sentences are the same. In that case, the conditional modalities are two-place predicates and the apparently categorical one-place modality has a covert argument place.


The choices for a theory seem to be the following: 

1) Treat the modalities as quantifications over something (e.g. possible worlds), and treat “if”-clauses as restrictors of quantifiers. This requires that “if”s in indicative conditionals have an occult quantifier and that modal predicates be quantifications. “If then probably” might, for instance, use “most.” “More likely than not” might use the quantifier “more than half.” When we think about the ingenuity that would be required to come up with appropriate quantifiers and appropriate analyses, the apparatus required looks much more like a theory of something than an assignment of logical forms. If the theory were about logical forms, then every modal sentence would entail the existence of the special, to my mind exotic, objects over which we are quantifying. 

2) Treat “if…then…ought”, “if…then…necessarily” and the like as unstructured primitives. The difficulty with this option is that “if…then…” in these constructions would have nothing to do with “if…then…” in contexts without modals and “ought” and “probably” would be homonyms, depending on whether they occurred with an “if…then…” or not.

3) Treat “ought” and “probably” as always two-place, treat “if” as not really having a semantic role at all in these cases,
 say something about “then,” and treat apparent categorical “ought”s and “probably”s as having a hidden first argument clause.  


On reflection over decades, it seems to me that the best idea is 3). Before exploring this idea, though, it would be good to say something about conditionals to make the “no semantic role” account plausible.  Hence the next section, on conditionals.

VI Conditionals


The thesis of this section is that “if” has almost no semantic role, except to distinguish the first argument from the second argument of two-place relations among things said, i.e. the things demonstrated in clauses. The truth-functional conditional will turn out to be a kind of null modal, applicable when no modal or propositional attitude expression is present. That is, all “if” sentences have the form “If modal that, that.”


This section will begin with a discussion of some apparent difficulties with treating the English conditional as a truth-function.  I will then briefly sketch the sorts of alternatives that have been proposed. There is an excellent book, Jonathan Bennett’s (2003), which examines these alternatives in detail. 

For decades, there have been sporadic attempts to defend the idea that the English conditional is a truth-function. There are some difficulties with the position. 

a) (Some of the) Problems with the English conditional being truth-functional:

1) Truth-functionally true, but not true?

Some truth-functionally true sentences seem to be false, while others seem to be true. “If Wheeler is our Dean, then the Earth will open up and swallow his enemies” sounds false, while “If Wheeler is our Dean, then the Philosophy Department will have many new appointments,” is true.  Likewise, “If a comet crashes into Storrs tonight, then Phil 2211 will meet as usual,” seems to be false, while “If a comet crashes into Storrs tonight, then Phil 2211 will not meet as usual,” seems to be true. Of course, all four sentences are true, on a truth-functional account. 

2) Contraposition: 

Contraposition is logical equivalence-preserving, according to the truth-functional account of the conditional, but this seems to be falsified by many examples. For instance, “If Bush is elected, it won’t be by a wide margin” might be true while “If Bush is elected by a wide margin, he will not be elected” is absurd. 
3) Antecedent strengthening:     


Suppose that my garden is doing reasonably well, but an inch of rain would make it flourish. Then “If it rains today, my garden will prosper” seems to be true. But “If it rains today and a comet crashes on Willington, my garden will prosper” seems false.  Yet the second sentence is a logical consequence of the first. 
4) Denied conditionals: 

When someone says, “If a comet hits Storrs, it will be God’s justice” and you say “No way,” you are not saying that a comet will hit Storrs. But that is an implication of the negation of the speaker’s sentence says, understood truth-functionally.

b) “Connection”:  

The basic problem with the truth-functional conditional is that it requires no connection between antecedent and consequent in order to be true. There is general agreement among theorists that a conditional makes some kind of claim about a real connection. The antecedent has something to do with making the consequent more likely, at least. A precise expression of this idea is that we usually assert a conditionals “If P, then Q” only when we take the conditional probability of Q given P (Pr(Q/P)) to be high. The intuitively appealing idea is the “Ramsey test”
 which is, “Add `P’ to your beliefs; see how that affects or ought to affect belief in Q.”


Two strategies emerge when this intuition is accommodated: First, a theorist can try to separate truth from assertibility, and explain the feeling that connection is required as some pragmatic effect. Second, a theorist can drop the idea that conditionals have truth-values, and instead argue that conditionals have assertibility-values. This second strategy seems to its proponents to be forced on them because they strongly hold the intuition that “If P then Q” is only assertible when the conditional probability of Q given P is high enough and higher than the probability of Q by itself and are unsatisfied with attempts to separate truth from assertibility.

The first strategy for defending the truth-functional conditional was proposed by Grice (1967).  His notion of conversational implicature is the idea that maxims of conversation shape interpretation. A maxim he proposed was “assert the stronger claim.” The idea was that just as it is misleading to say “A or B” when you know that A, so it is misleading to say “If A, then B” when you know either than A is false or that B is true. What you have said is true, but violates conversational norms. But the only condition in which you would know or believe “either not-A or B” without knowing or believing either not-A or B is when you know there is a connection between A and B. 

Grice seemed to think that a series of such rules of conversation would explain the lack of connection between truth and assertibility that thinking that the English conditional is a truth-function would require. But there are counter-examples to this rule about saying the stronger. 
If you measure “strength” as degree of belief, there are acceptable and assertible conditionals whose strength is not significantly greater than the consequent’s strength. “If a comet strikes my classroom today during class, this will be the last meeting of the semester,” is assertible and presumably true, while “If a comet strikes my classroom today during class, we will still have the final exam here,” is not assertible and false. Yet in both cases, the probability of the conditional being true is only infinitesimally larger than the probability of the consequent being true. 

Frank Jackson (1979) proposes the notion of “robustness” which he construes as an addition to the “meaning” of “if…then…”, akin to “but”’s addition to “and.”  “Robustness” is a relation between information and propositions-for-a-person. Two sentences can be equally strongly believed, but one is robust with respect to some information while the other is not. So why assert P->Q when we are almost as sure of Q as we are of P->Q? We want to indicate that (-P v Q) is still something we believe even if Q is false. Numerous problems arise if robustness is taken to be “conventionally implied” by “if…then.” In brief, for a variety of reasons, the implication of connection between antecedent and consequent of conditionals does not seem to work like “but” or “nevertheless.”


The second alternative, abandoning the idea that conditionals have truth-values, has prominent adherents.
 The thesis is that a conditional is assertible just in case the probability of the consequent, given the antecedent, is high. Given Lewis’ proof that no conditional can be true just in case the conditional probability of antecedent given consequent is high, the view has to be that conditionals do not have truth-values. What do they do, then? 


Conditional probability is (usually) an evidential relation, the relation a sentence bears to another sentence given background knowledge. So, conditionals express one’s confidence in q given p, and are appropriate when one has high confidence in q given p, but do not assert that one has that confidence. This means that conditionals are subjective—a conditional that is assertible by you may not be so by me. We all have different background knowledge, so conditional probabilities vary from person to person.

An illustration and apparent confirmation of this perspectival feature of conditionals is Alan Gibbard’s (1981) “Riverboat” situation, where two conditionals, “If he called, then he won” and “If he called then he lost” both seem to be fine and if either true or false, both true. If conditionals are accepted in virtue of high conditional probabilities of the consequent given the antecedent, conditionals are subjective. Generally, if the antecedent is false, there will be adequate evidence for both the truth-functional conditionals (A->C) and (A-> -C), since this is just evidence that neither (A&C) nor (A & -C) are both true.

c) Truth-functions after all?

Notice that in Gibbard’s example, there is no contradiction between the two conditionals, if they are read truth-functionally. Gibbard in fact has a proof that any conditional that satisfies three very reasonable conditions is a truth-function, if the conditionals are propositions with truth-values. The reasonable conditions are that (p ->(q->r)) is logically equivalent to ((p/\q) ->r);
 that the truth-functional conditional is at least never false when the conditional is true, i.e. that no conditional (p->q) is true when p is true and q is false; and that if q logically follows from p, then p ->q is also a logical truth. 


Given the apparent failure of attempts to explain the separation of assertibility from truth that interpreting conditionals as truth-functions requires, the conclusion seems to be that indicative conditionals do not express propositions with truth-values. This is about as radical an account as there could be. For instance, it would require a non-truth-conditional semantics,
 since truth-conditions will not be applicable to conditionals. It is therefore worth trying to mount another defense of the truth-functional conditional as correct semantics for sentences using “if.”

I need to highlight two features of the account I am proposing:


First, one of the Davidsonian strictures on semantical theories, which he shares with Derrida,
 is that it is bad procedure to exclude “etiolated” or “marginal” uses when constructing a theory of a word or kind of expression.  The clearest expression of this view is in his discussion of the theory of naming, is in Davidson (1993). There Davidson criticizes “causal” and “baptismal”  theories of naming because they fail to account for fictional characters and fail to deal with cases where there is clearly naming, but where it is pretended that “the names are changed to protect the innocent,” while the author and reader know who is being named. 


Second, there is no reason whatsoever to think that “if” and “then” somehow combine to make a single unit in logical form. Prima facie, it would be amazing if “if” and “then” were a semantical unit, since, as we will see, “if” occurs in contexts where “then” cannot accompany it without seriously distorting the communication, and “then” obviously occurs in many environments which have no connection with anything conditional. The account to follow will treat “if” as meaning “if” and “then” as meaning “then,” a resumptive pronoun referring back to the event in the previous clause and placing its clause “after” it, in some sense. 

The Davidsonian stricture on ignoring marginal cases (1993) implies that a semantics for “if” should seek a single, unified account of sentences using “if.” If we take this project seriously, the account has to cover all the actual uses of “if,” not just the alleged “central” ones or the “conditional” ones that happen to interest us. Several kinds of uses of “if” have generally been treated as marginal, etiolated, and definitely not the “if” we philosophers are theorizing about.

First, there are the “non-conditional” conditionals. For example, consider “There’s some beer in the cooler, if you want one,” “If you must know, Fred and I have been seeing one another for months,” “George doesn’t love Susan now, if he ever did,” and “Fred had a pressing engagement, if you know what I mean.” This is only the beginning of a long list of kinds of uses of “if” that seem to have nothing to do with connection or conditions. Note, by the way, for future reference, that these “if”s do not have an accompanying “then.” Note also that, since the “if” seems to be just an add-on to the “consequent” clause, they are all truth-functionally acceptable. The only controversial case would be the case where both “antecedent” and “consequent” are false.  If I say “Fred had a pressing engagement, if you know what I mean” and Fred has nothing on his calendar and you have no idea what I’m insinuating, there is some inclination to say that the whole sentence is false. However, there is also the inclination to say that, as it happens, the sentence is true, just as “If Fred is a scholar, I’m a monkey’s uncle” is true, as discussed below. It is of course also true that it is difficult to imagine a communication situation in which a speaker knowing that the antecedent was false and the consequent was false, would non-misleadingly say the sentence.

Note that the non-conditional conditionals can be understood as connection-implying conditionals. If there is a beer fairy in my house, who accommodates my guests by telepathically reading their desires, and then magically satisfying them, but my guest Fred does not know this, “There is beer is the fridge if you want one” can be meant as a connection-implying use of “if.” In that case, “then” would be appropriate, but not required, for reasons we will discuss below. Or, adapting one of Lycan’s (2001, page 191) examples: “Frijhof Boeger will be at the conference, if I’ve spelled it right.” It could be that there is some connection between spelling the name right and the guy showing up, but that is so unlikely that we don’t ascribe such a belief. 

Another, smaller category of problem conditional is so-called “joke” conditionals, such as “If Bush is a statesman, then I’m a monkey’s uncle.” These are generally acknowledged to be truth-functions, but excludable as marginal, rather than central. They are, after all, jokes. But how they can even work as jokes requires explanation. Someone who takes Davidson (1993), not to mention Derrida (1967) seriously will be suspicious at this exclusion of the “marginal.” The idea that semantics is like physics, so that simple cases (balls rolling down inclined planes) will provide the laws to which “marginal” cases can eventually be assimilated, is suspect. There is no reason to think that the relationship between a beer-in-the-fridge conditional and a causal conditional is like that between balls rolling down inclined planes and trees falling in a dense forest. 

What a defender of the truth-functional conditional needs is an account which explains the disconnection between assertibility and truth for many conditionals, while accommodating all the uses of “if.”
d) Separating truth from assertibility


Grice’s (1967) and Jackson’s (1979) proposed explanations of why truth-functional conditionals could lead an interpreter to expect that the speaker thought there was a connection between antecedent and consequent. They looked for principles of interpretation that would handle all the cases. Lists of principles seem not to be adequate. Davidson thought of interpretation, not as an algorithm or set of principles to be applied to cases, but as rationalization. Communication-situations may vary in many ways. The factors that may be relevant in understanding what another has said are difficult to enumerate. This does not mean that there is nothing systematic to say about how we go about interpreting another, but rather that we should not expect there to be an algorithm governed by strict principles.. 


A parallel to Davidsonian interpretation is induction. A great deal of successful theorizing has been done about how conditional probabilities should change in the light of new information. There is the whole field of statistics and probability theory. But no one expects to have an inductive logic, in the sense of an algorithm that determines for arbitrary pairs of sets of sentences S and individual sentences P, the conditional probability of P given S. 


Davidsonian interpretation, in the case of conditionals, is a generalized and extended use of the strategies of Grice and Jackson. An interpreter is presented with an “if”-sentence, and asks “Why is he saying that?” The interpretive task is to understand why the person presents a given sentence with those truth-conditions. The “why” is not a part of the meaning, but a part of interpretation of actions of truth-value-presentations. For Davidson, these two sides of interpretation are simultaneous. Given that we have an hypothesis about the reason the person is presenting an utterance, we arrive at truth-conditions. A gesture toward a buffalo accompanied by an utterance suggests that the truth-conditions of the utterance have something to do with a buffalo. Given that we have a good idea what the truth-conditions of an utterance are, we can hypothesize about the person’s reasons and the force of the utterance. When a teammate says “Good shot” after my airball, the utterance is likely to have been intended sarcastically.


Davidson’s idea is that you do not need a system of rules. Rather, you need to suppose that the other is a rational agent. So when a person presents, for instance, a disjunction, it is often reasonable to suppose that he doesn’t know which disjunct is true, given that the person is trying to communicate.  In the same way, most of the time, if someone asks me “Do you know where the Budds building is?” and I say “Yes,” I’m being obtuse or philosophical. Other times, I may be being quizzed by someone who doubts that I know my way around campus. One way to be obnoxious is to respond to “Can you reach the salt?” with “Yes.” “Can you reach the salt?” though, said by my physical therapist, when I am recovering from shoulder surgery, could be a question about how my therapy is progressing. We don’t need “conventions” here, just normal skills of interpretation. 


Many interpretation-scenarios are repeated again and again, and interpretation becomes close to automatic. Such routine interpretation can feel like part of the meaning of what is said. The interpreted message is part of the speaker meant to convey by the speech-act. The intended interpretation, though, is not the same truth-conditions of the sentence uttered for that communicative purpose. 


Accounts of various problem examples then amount to explanations of why a hearer would interpret the presentation of a truth-function in a given way, and why a speaker could expect the hearer to do so. “Conversational implicature” and “robustness” explanations will be accurate accounts of the reasoning for many such explanations. 


On the present account, most of the work done by “semantics” for conditionals is to be assigned to interpretation—a person presents a truth-value and the interpreter has to figure out why the person presented an utterance with those truth-conditions. Interpretation ascribes a reason for the person’s remark. Given that the presenter wants the interpreter to get it right, and the interpreter knows this, much of the understanding that takes place is extra-semantic. 


Interpretation explains problem 4) above, why denials of conditionals do not seem to work truth-functionally. Denials are not always of the truth-conditions of what is said, as Jackson points out. If you say “I believe it will rain,” and I reply “No way,” I am not casting doubt on your accuracy in reporting your mental state. Denials can be of what is “signaled,” to use Jackson’s term. In the same way, when someone says, “If a comet hits Storrs tomorrow, it will be God’s justice” and you say “No way,” you are not saying that a comet will hit Storrs. You are denying the implied connection, which implication interpretation explains.
 The sentence is almost certainly true, but the implied connection almost certainly does not exist, given the piety of people in Storrs.
e) Tense and conditionals


A not-always noticed feature of proposed counterexamples to the thesis that the English conditional is a truth-function is that problem indicative conditionals seem always to be future “tense.” The English “will” is in fact a modal auxiliary, but the same holds for French, which actually has a future tense. In languages with still-functioning moods, modal distinctions are represented by subjunctives, optatives, and the like. 

My account conjectures that the future tense, the past tense, and tenses other than the null present tense are at least akin to modals. The various tense logics make this abundantly clear.
 The future tense speaks of what is not (yet) in existence. The future is at least akin to the possible, the might be, and such modal notions. My account proposes that “if” is basically a marker of two-place modal and tense predicates of things said. An occurrence of “if” says “first argument of a modal or future tense predicate coming up.” When there is no modal or future tense there, but the marking takes place, the “if” is the null-modal, the truth-functional conditional, to which interpretive strategies will need to be employed, typically. When there is a “then” to indicate that some kind of sequence is intended, the “if” still marks a pure truth-functional conditional, an add-on to a clause, as in “non-conditional conditionals,” and the “then” adds the idea of a sequence. The claim of sequence between the arguments then suggests, on interpretive grounds, that the first argument has something to do with the second.

On the present account, “will” is a two-place predicate of things said.  Something similar happens with “will” as happens with “probably” and “ought.” In “If A, then probably B,” there is a “wide scope” reading and a “narrow scope” reading. I put these characterizations in scare quotes because they presuppose that in “If...then…probably” sentences something is either governing a conditional or its consequent. On the present account, that is not what is going on. The two readings are a “probably” modality with first argument being the apparent antecedent and second argument being the apparent consequent, and a truth-functional conditional with first argument being the antecedent and second argument being a “categorical” probability. “Categorical” or “absolute” probabilities I take to be something like “all things considered” probabilities, which are epistemic, like “all things considered” “ought”-sentences.
 

So, just as we can say “John is probably in New Hampshire by now,” taking the tacit antecedent to be contextually given or common knowledge, so we can say “It will rain tomorrow” taking the tacit antecedent to be contextually given or common knowledge. A pure prediction would be like an absolute modal or like an unconditional desire—a two-place relation with a tautology as the first argument. Pure predictions that it will rain just say that relative to anything, it will rain. In the same way, apparent unconditional desires are desires relative to anything; and pure necessity claims are claims that relative to anything, this is necessary.

We can see the difference the future tense makes by replacing the future reference in our earlier examples with present or past:  
1) With the future, “If Wheeler is our Dean, then the Earth will open up and swallow his enemies” sounds false, while “If Wheeler is our Dean, then the Philosophy Department will have many new appointments,” sounds true. But both of the pair  “If Wheeler is our Dean, then the Earth opened up and swallowed his enemies” and “If Wheeler is our Dean, then the Philosophy Department has many new appointments,” seem strange, but not false. Note that, the actual temporal understanding sense of the antecedent, when the consequent is future, may be itself is future, as well as the temporal sense of the consequent. This should lead us to think that “will” is two-place, as I argue below that it is.  
2) Contraposition examples are less than persuasive to begin with. Consider “If Bush is elected, it will not be by a wide margin.” Notice that “it” is anaphoric with something, namely an election. So, the logical form of this original sentence, taking “B” to be “is an election which Bush wins” and “W” to be “is a wide-margin election,” would be either \/x( Bx -> -Wx) or \/x(Bx -> (Bx/\-Wx)). The contrapositives of neither of these are paradoxical. “\/x( Wx ->-Bx)” would say that if it was a large-margin win election, then Bush doesn’t win it. And “\/x(- (Bx/\-Wx)->-Bx)” says that if either Bush doesn’t win or the election is won by a large margin, then Bush doesn’t win.
3) Antecedent strengthening again depends on the future modality. Suppose that my garden is doing reasonably well, but an inch of rain would make it flourish. Then “If it rains today, my garden will prosper” seems to be true. But “If it rains today and a comet crashes on Willington, my garden will prosper” seems false.  Yet the second sentence is a logical consequence of the first. If “will” is a two-place modal predicate, then this paradox would be no more troubling than the paradox that if Fred is only twenty, he probably lives at least another forty years, whereas it is very doubtful that if Fred is twenty and is facing a firing squad, he probably lives at least another forty years. The “will” seems to be at least akin to a modal that predicts the “consequent” relative to the “antecedent,”  more or less in the way that “if…then…probably…” assesses the “consequent” relative to the information in the “antecedent.” In both cases, all the work is being done by the modal or the tense. The “if” is doing nothing special, except indicating the first argument of a two-place predicate of things said. “If” is like the “either” in “either…or” in this respect.
 
f) “Then”

It should seem obvious that “then” is an independent component of the alleged “if…then…” connective. “Then” has independent occurrences outside conditional contexts, and seems to be a demonstrative akin to “there.” So, we have sentences like, “First sauté the garlic, then add the basil,” and the like. “Then” indicates a place in a sequence, whether a temporal sequence, a sequence of argument steps, or the trivial fact that the second clause is second. Consider the following conversation: “Bill is coming, along with several friends.” “Then we had better buy another case of beer.” The “then” indicates the next place in an inferential sequence. The “sequence” that “then” indicates may be pretty minimal. When I am asked, “Who is in your department?” I may say, “Well, there’s Lionel, Baxter, Lynch, Paul and Bontly on that side of the hall. And then there’s JC, Hallie, Marcus, Elder and me. And on the first floor there’s Bill and Austen.” The sequence is just sequence in this list. This kind of trivial sequence seems to be a way of marking that the current utterance is a continuation of the previous utterance.

When “then” occurs with an “if” some kind of sequence is implied, which interpretation must supply. An “if”-sentence such as “If you want a beer, there’s some in the fridge,” will, as noted above, require a different interpretation if “then” is inserted, giving us, “If you want a beer, then there’s some in the fridge.”  With the “then,” the sentence seems to imply some kind of sequence with your desire as first element and the presence of beer in the fridge as second. What kind of sequence could this be? There are lots of possibilities, all of them unlikely, and most of them involving some kind of causal relation between the desire and the presence.


“Sequence” can be any kind of ordering. In “If an integer is prime and even, then it is two,” the sequence is inferential, but not causal or temporal. This “then” is acceptable even though there is in fact no priority of one clause over the other inferentially. 

“Then” is optional in conditional remarks using “if.” “If an integer is prime and even, it is two,” is fine. “If you open the window, you cool off the room” and “If you open the window, then you cool off the room” say much the same. The presence of a “then” indicates some kind of sequence, perhaps the trivial sequence of being the second thing you said. But the sequence may be supposed even without the “then.”
g) Interpreting “if…then…” sentences


Besides Davidsonian rationalizing interpretation, by which I understand a kind of generalized Grice and Jackson, using “if” without a modal and with a “then” strongly demands an interpretation according to which there is a non-trivial sequence between the first and the second. “Then,” that is, strengthens the interpretive inclination to ascribe to the speaker a claim that the truth of the antecedent has something to do with whether or not the consequent is true. 
h) Counterfactual conditionals


A mark of the natural laws that provide essences is that they support counterfactuals. So, what about “counterfactual” conditionals? According to my account of conditionals, there is no special counterfactual “if…then…” that is distinguished from the indicative conditional. Rather, such markers as “would,” the past tense of “will,” in the consequent and either a past or past perfect in the antecedent indicate one or more “counterfactual” modal relations between things said. I do not have anything like a theory of the truth-conditions of such modal predicates. A sufficient condition is that the conditional be an instance of a law. However “is a law” seems to me to be just another way of saying that the second argument is necessary, given the first. 

I don’t have a theory about what to say about “If Caesar had been in charge, he would have used catapults/atom bombs,”
 nor about “If three were even there would be two even primes.” About the general run of counterfactual conditionals which seem to be dependent on what the shared assumptions of the conversation are, I can observe that the same features affect the truth-conditions or interpretations of “necessary,” “can,” and “impossible.” My inclination would be to treat the actual utterance “You cannot physically get from here to Willimantic in less than five minutes” as literally false, given F-16s, but interpreted with “background” as antecedent so as to be understood as true. Virtually every theory of counterfactuals does something similar.

VII Modality and “if…then”


Here is the conclusion: Modals are two-place predicates of things said. Many modals have pretty good theories about what it takes for that modality to obtain. “If” marks the first argument of the modality. A conditional modality is just a modality with both of its arguments explicit.

Since what “if” does is mark the antecedent of a two-place modal, what is going on when there is no modal? An “if” with no modal, that is, just connecting two clauses, marks clauses in the “null” modality. The null modality is the truth-functional conditional. This explains why the various “non-conditional conditionals” are still truth-functionally all right. It also explains why “then” is very odd in such uses of “if.”

“Probably,” “ought,” and other modals are not further modals on top of the null modal. Rather they are the modal whose first argument is being marked by “if”. For such modals, typically, “then” is appropriate because there is some relation, expressed by the modal, which makes the first argument have something to do with the second. For a few modals, the extreme modal predicates, it will in fact work out well to pretend that the conditional modality is the categorical necessity of the null modal applied to its arguments. But that is an accident. Even they are in fact two-place modals which actually have nothing semantically to do with the truth-functional modality. The satisfaction-conditions of the particular predicates make it turn out that they could be understood as a one-place categorical modal predicate applied to a null modal. 


The semantics for modalities can thus be very simple: Each modality is a one- or two-place predicate of things said.
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� I’m not sure that in ordinary speech, necessity and possibility do not admit of degrees. “To succeed in life, it is more necessary to have influential friends than it is to work hard.”


� Other readings are possible. If my colleagues all have Lamborghinis, Ferraris, and Aston Martins, so that they all could, at two in the morning, perhaps, make the trip in question, then they might, mockingly, with emphasis on the “you” say the same thing as a way of pointing out that I drive a Prius.  





� If, as we will see below, “If A then B” is itself  a conditional probability claim, then naked conditionals seem not to have truth-values. 





� This is exactly what my (1974) and McDaniel and Bradley (2008) do.


� The third approach, as the reader will see, will result in a theory very much like that of Kratzer (2012) Chapter 4, minus possible worlds and other features. The basic idea will be that “if” does almost nothing semantically.. 


� Ramsey (1929), footnote page 247.


� One problem with the conditional probability analysis of conditionals is that there is already a straightforward way of saying that the conditional probability of Q given P is high, namely the normal, wide-scope reading of “If P, then probably Q.”





� For instance Edgington (1995) .


� That this is reasonable does not mean it cannot be denied at a price. See Vann McGee (1985).


� Theorists might not be disturbed by this, since they might think that questions and commands require a non-truth-conditional semantics anyhow. But questions and commands have an obvious Davidsonian account: Commands are sentences presented for the purpose of having them be made true. “Yes-no” questions are sentences presented for the purpose of having the hearer tell you its truth-value. “Wh”-questions are open sentences presented for the purpose of having the audience supply a satisfier for the open sentence. The grammatical categories imperative and interrogative are dealt with in Davidson (1979), to which I have nothing to add. 


� Derrida makes an exactly similar point against J. L. Austin’s theory of speech-acts in Derrida (1977).


� Ramsey (1929) page 239 makes the same point about denied conditionals. 


� See Burgess (2009) chapter 2 for a nice treatment of that field.


� As I will argue in Chapter 9, “ought” is primarily an epistemic modality, calculating what it is reasonable to believe, want and do. The theory of “ought” I will argue for as an alternative to “metaphysical” theories about “ethically accessible worlds” and such will be a rationality-based account. If we took “categorical” probability to be about what is true, all probabilities would be either one or zero.





� “Men…de” is something like this in Greek—that is, punctuation for clauses..


� Suppose someone says “If you want a beer, then there’s some in the fridge” knowing that nothing beer-fairy like is the case. In this case, the “then” is the trivial “second place in the sequence of clauses.” Since the “then” is pointless, the sentence is odd and misleading, but not false.





� Quine (1960) page 222.


� See Iatridou (2000), Dehghani, Iliev, and Kaufman (2012), for instance. A Davidsonian should be happy to applaud linguistic work on the truth-conditions of counterfactuals, given that a Davidsonian semantics has nothing to say about the truth-conditions of the “counterfactual” or “subjunctive” modal predicate. These are interesting and plausible theories about the truth-conditions of the predicate.





