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1) The general problem of constructing a Davidsonian semantics for a construction
Being a Davidsonian semantics means that the basic predicate clauses are disquotational. There are no analytic truths. Denying analyticity puts a constraint on natural-language semantics. To deny that there are analytic truths is at least to claim that there are no truths which obtain solely because of semantic facts about predicates that are simple at the level of logical form. In other words, “There are no analytic truths” amounts to at least “No truths depend on semantic decomposition of simple predicates.” To deny analyticity is to assert that every predicate clause in a correct semantics is disquotational. There are no predicates whose semantic explication involves other predicates. This section argues that one plausible reason for thinking that such a Davidsonian semantics cannot be correct is mistaken. It is possible to have a plausible semantics for non-intersective comparative adjectives that eschews predicate decomposition. 
As discussed before, on a Quinean conception, adopted by Davidson, “logic” is distinguished from “theory” by an inference’s validity being indifferent to which particular n-place predicates occur, as long as they are n-place.  Thus “logical form” from a Davidsonian perspective is indifference to predicates. If semantics yields necessary truths and there are no analytic truths, then semantics is logical form. 

The indicator of logical form is inference. Formal inferences, the inferences that logical form supports, are those that do not depend of which particular predicate occurs in that form. A sufficient condition
 for an inference being formal is that otherwise an indefinite amount
 of prior learning would be required to explain people’s understanding of the consequences of sentences. That predicate-clauses in a truth-definition are disquotational is the reflection of this formal indifference to what particular predicate occurs. For Quine and Davidson, all interconnection among predicates that is not part of logical structure is treated as theory—not part of the meanings of terms, but rather information about the world special to what these particular predicates are true of.
 A genuinely Davidsonian semantics must maintain this feature.

A semantics that is Davidsonian in the sense of eschewing the analytic-synthetic distinction is therefore a minimal semantics. The only inferences that are explained by semantics are those that follow from logical structure. Implicit in the notion of this sort of minimal semantics is also the idea that every inference that is not part of logical form is to be explained by information special to what particular predicates are true of. Predicate clauses would be disquotational. 

Disquotational predicate clauses are by and large the default device of standard semantic theories for the majority of simple predicates. In the widely-used textbook in linguistic semantics, Heim and Kratzer’s (1998), as well as in the neo-Davidsonian textbook by Larsen and Segal (1995), the predicates “smokes” and  “ponders,” are introduced into the theory by the clauses, “[[smokes]] = (x ( D . x smokes” (Heim and Kratzer 1998 p.36) and “Val(t, x ponders) iff Val x ponders” (Larson and Segal 1995 p.118).  “Smokes” and “ponders,” that is, are not given any analysis, but are rather treated as semantic primitives. Nothing about whether chairs can ponder, for instance, is part of the meaning of “ponder,” in the sense that the information that only organisms can ponder is part of the theory associated with the predicate, not of the semantics. Nothing semantic makes “The square root of two smokes” false. These disquotational predicate clauses are thus entirely in the spirit of a Davidsonian semantics.

For certain cases, however, both textbooks, and other linguistic semanticists depart from this disquotational semantics and analyze predicates in terms of other predicates. Sometimes this departure is unmotivated by any semantic necessity.
  For other constructions, though, the possibility of a minimal Davidsonian semantics is more problematic. The analysis of comparative non-intersective adjectives much more plausibly requires that the truth-definition clauses be more than disquotational. For reasons discussed below, such adjectives seem to require a semantics that goes beyond logical form. If the facts about such adjectives indeed require a semantics that goes beyond logical form, it will have turned out that Quine and Davidson were wrong, and that no pure Davidsonian semantics is really possible. 

The comparative non-intersective adjectives are words such as “tall,” “large,” “good,” and the like that have the following features. They seem to be non-intersective. That is, the juxtaposition “tall man” cannot be read as conjunction. “Joe is a tall man, but not a tall basketball player,” apparently cannot be parsed as “Tj/\Mj/\Bj/\-Tj,” since a true sentence cannot be contradictory. They have comparatives. Joe can be taller than Bill or much taller than Bill. For many comparative adjectives, both the attributive and the comparative take measures and have measure answers to “how” questions. Bill may be two feet tall or two feet taller than Mike. “Two feet” may be an answer to “How tall is Bill?” or “How much taller is Bill than Mike?” 

The special difficulty for a Davidsonian disquotational account is how to put together being an adjective that ascribes a feature to an object or pair of objects, i.e. that identifies an object or pair of objects as in a set, with measures. What is there to measure or to have units? Something must be referred to in the attribution and comparison that has a size. Reference to dimensions, scales, points, intervals or something seems to be required. Almost every
 account of comparative adjectives that accommodates measures thus contains a reference to such measure entities, and thus generates analytic truths. For instance, Hackl (2000, p.24) has the clause “[[tall]]=  (d. (x. x is d-long.”   Heim and Kratzer’s (1998, p. 71) textbook  suggests “[[small]] =(f (D<et> .[(x ( De. f(x)=1 and the size of x is below the average size of the elements of [y: f(y)=1]].”  Larsen and Segal (1995, p.130) suggest “Val(<x,d>, tall) iff x is at least as tall as d.” Kennedy (1997, p. iii) argues that “gradable adjectives like bright, dense and short denote measure functions.” The notion of a measure of some kind seems to be built into the concepts that many such adjectives express. 

If such decomposition is required for an adequate account, Davidsonian semantics is inadequate. There will be analytic truths. For Larson and Segal, for instance, “If Fred is tall, there is some delineation such that that Fred is as tall on that delineation” will be true in virtue of the meaning of the simple predicate “tall.”


The next section sets out some desiderata for an adequate account of comparative adjectives that a Davidsonian semantics must meet. The section after that will outline a Davidsonian semantics for such adjectives that meets these desiderata without analyzing predicates in terms of other predicates. 
2) “Adequate account” of comparative adjectives generally


An adequate account of comparative adjectives would handle every construction in which such adjectives occur in a way that was both plausible and fit with the best theories of the other kinds of words with which they interact. It would be difficult to know whether a theory met that criterion. However, one can specify some necessary conditions for an adequate account. An adequate account of comparative non-intersective adjectives must at least meet the following conditions, which are listed in the order in which they are discussed:

i) The truth-conditions of sentences using such phrases as “two feet tall,” “two feet taller than,” “too tall,” and “tall enough” must be accommodated in the theory. The possibility of measure answers to “How tall?” and “How much taller than?” also must fall out of the theory. “Tall” and “taller than” have to supply something to which measure and number can be applied. More generally, those adjectives to which measures can be applied must be something measurable.

ii) Different readings of complex comparative adjective phrases must be accommodated. The theory must represent the ambiguity in sentences like “Bill is more annoyingly cheerful than Mike” and “Fred is more piously aloof than Bill.” There is a difference between Bill’s annoyingness being greater and his annoying cheerfulness being greater. For another example, consider the sentence “Bill and Fred are equally effective, but Bill is more overpoweringly effective than Fred, while Fred is more consistently effective than Bill.” If this sentence can be true, the comparative can apply either only to the adverb within a complex adjective phrase, or apply to the adjective phrase as a whole.
iii) There must be some formal connection between an adjective and its comparative. “Tall” and “taller than” must have some common semantic element. A theory of non-intersective comparative adjectives must have some kind of account of the comparative and well as the attributive use of these adjectives.

iva) “More” is very plausibly the same in “More dogs than cats bark” and in “Joe is more obnoxious than Fred.” Intuitively, there is some common notion of “moreness” in these two cases. One could perhaps have an account according to which these were homonyms without violating any constraints on theory, but it would be a point in favor of a theory of “more” that the two cases were treated the same. 

ivb) Furthermore, “more” as a comparative-former has to be integrated into the theory of the comparative formed by “-er.” 

v) There are a number of obviously truth-preserving inferences which must be explained either as formal or as resting on information about extensions of individual predicates. To explain an inference as formal is to assign the sentences a structure such that the inference is logically true. To explain an inference as resting on information is to appeal to a piece of general knowledge special to a subject matter, i.e. in which a predicate occurs essentially, that explains the truth-preserving character of the inference. The following are some of the inferences that must be accounted for:

va) If Joe is a tall man, Joe is a man. The predicates in question are not like “alleged” and “fake.” If A is an F B, then A is a B. 
vb) If Joe is taller than Fred, and Fred is taller than Bill, then Joe is taller than Bill; Joe is not taller than himself;  if Joe is taller than Fred, Fred is not taller than Bill. For every predicate which has a comparative, the comparative is transitive, irreflexive, and antisymmetric. The theory must offer some account of why it is that, as soon as we know that a predicate has a comparative, we know that the comparative has these features. A Davidsonian cannot appeal to a special semantic feature that makes a predicate comparative.

vc) If Joe is taller than Fred, Joe is a man, and Fred is a tall man, then Joe is a tall man.

vd) If Joe is two meters tall, and Fred is one meter tall, then Joe is taller than Fred.

vi) “Much” in “much larger than” is very plausibly the same “much” as the mass-term quantifier corresponding to the count-noun quantifier “many,” as in “much mud was washed down the slope.” While this identity is not strictly a criterion for adequacy, since these could be homonyms that only feel the same, it would be a point in favor of an account that it made these different patterns of “much” the same.


A further indication that both “much” and “more” are the same in these two kinds of patterns is that they go together in both patterns. There may be much more brown rice than brown millet, meaning that brown rice is much more plentiful than brown millet. 

vii) When the answer to “How tall is Joe?” is “two feet” it must be explained why Joe is not tall. Any acceptable theory must explain why it seems that Joe can be two feet tall but not tall.  The inference from “two feet tall” to “tall” must somehow be blocked. “Tall” must both be part of “two feet tall” but somehow not detachable.


A related puzzle arises with “much.” If building A is one foot taller than building B, it is not much taller, whereas if Bill is one foot taller than Fred, he is much taller. But “one foot” is the answer to “How much taller?” in both cases. Somehow, some much must sometimes be not much.
viii) Some explanation of apparent non-intersectivity must be provided. A theory must either find a way that comparative adjectives combine with other predicates other than by conjunction, or offer an explanation of why it seems true that a person can be a tall man and be a basketball player without being a tall basketball player.
ix) The theory must have some account of cross-modal comparisons, such as “John is handsomer than he is smart.” These cannot be treated as isolated, metaphorical uses of comparatives. As will become clear, sentences such as “John is a better fencer than he is a dancer,” which is surely straightforwardly true or false, are examples of cross-modal comparisons. So such comparisons must be taken seriously. 

x) The theory must have some account of such comparatives as “The Ford Explorer is more an SUV than the Subaru Forester,” and other comparative constructions that seem to treat noun-phrases, verbs and other predicates as comparative adjectives.  Such non-adjectival comparisons are especially suited to yielding true cross modal comparatives such as “The Subaru Suburban is more a station wagon than an SUV.” The possibility of such comparisons is an argument for a Davidsonian conception of predicates as lacking internal features. 

3) The theory 

a) “John is tall”

The basic analysis treats “John is tall” as a quantification over quantities. “John is tall” has the form, Ǝx(x = ηx(T,j,x), that is, “John is some tall” or “There is a quantity which is the Tallness of John.” The “η” is a quantity-abstraction operator, which takes a kind of stuff, in this case, Tallness, and an individual, and has as referent the quantity of that stuff of which the individual is a subject. The η-operator is my primitive account of the “-ness” operation. 

Note that the quantity or “-ness” operator takes any pair of predicate and an entity into a quantity of the stuff denoted by that predicate. So, “John is remote from Fred” will be “There is a remoteness of John from Fred,” Ǝx(x = ηx(R,<j,f>,x). In this case, the entity is an ordered pair. In general, the η-operator takes n-tuples for any n whatsoever. Remoteness is a kind of quantity.
 

“Tall” is a mass term, like “rice” or “water.” Thus the quantification is akin to “There is rice in the soup” as a way of saying “There is some rice in the soup.”  John’s tallness is a dependent being
 which is the particular quantity of tallness of which John is the subject. What distinguishes subjects, i.e. hosts for dependent beings, from dependent beings will be treated in subsection b10) below.

 
Following Aristotle,
 we should think of a tallness as an entity in the category quantity, an entity in a category other than substance that exists only in virtue of the existence of a host substance. Quantification over such entities is quantification over masses, which is essentially the same as quantification over individuals.
 In “There is some salt in the broth,” the salt in the broth is not exactly an individual, but it is certainly not nothing. Such quantification over stuffs is not reducible to quantification over sets. Quantifiers are predicates of quantities. Sometimes the quantities are pluralities, and can be regarded as sets; sometimes the quantities are stuffs like rice, mud, oxygen, and tallness. 

The analysis, like Moltmann’s (2009), is obviously an adaptation of Davidson’s (1980) analysis of adverbs. In that analysis, the ontology that must be posited in order to understand variable polyadicity is events as objects that can have various properties. What does it mean for there to “really be” such events, in the metaphysical sense? As I understand him, Davidson’s view is that what it means for a kind of object to exist is that we quantify over them in uttering true sentences. It does not mean that the entities are parts of the extensions of a single system of predicates that optimally captures the best scientific account of what is the case. For Davidson,  different predicate systems yield different objects which do not get in each other’s way.
 Objects of different kinds, for instance quantities of niceness, may supervene on the micro-particles of physics, but there is no reason to suppose that a kind of object must be reducible to some single privileged kind of object. So, my view is that if quantities of nice, tall, fat, and obnoxious are part of an account of how we understand true sentences, that is sufficient reason to say they are real. 

I argue that construing comparative adjectives as referring to quantities in the same way that “rice” in “There is rice in the soup” refers to some rice makes sense of the linguistic facts about comparative adjectives. No-one would think that tallnesses and nicenesses are part of the fabric of the universe or something that will be manifest as a part of a finished physical theory of the universe, just as no-one would think that tables, chairs or political campaigns are. Sorites arguments should convince people that the objects of the lived world are not reducible to the objects by which physics explains the workings of the cosmos. 

A natural question at this point is why the theory construes these adjectives as if they were nominalizations. English has several devices of nominalization, and if comparative adjectives were essentially nominals, “John is tall” could have been explicitly “There is a tallness which John has.” So, why believe that “tall” in “John is tall” is really a nominalization rather than a simple predication? My reply has to be that this turns out to be a productive hypothesis and to make sense of a great number of constructions using comparative adjectives. 

I will argue that English, at least, is pretty liberal about the question what beings are treated as subjects and what beings are treated as dependent beings. Anything can be a subject. Some things, typically referents of count-nouns, seem to be naturally suited to being subjects and having dependencies. They seem to denote substances in the traditional sense. But, as we will see, even count nouns can be treated as if they denoted quantities of a feature, even when they are accompanied by an article. 

The conception of comparative adjectives as referring to quantities of stuff-like feature-material is very natural, and, as we will see, accords nicely with the constructions we are inclined to make in English, at least. One could argue that the pre-Socratic conception of opposites that shapes much of ancient thought is a conception of comparative adjectives as designating quantities of the feature that the adjective denotes.
 

b) Meeting Desiderata
b1) Desideratum i)


Quantities are the paradigm entities to some of which measures can be applied. Thus desideratum 1) is met, since quantities can often be orderly enough to allow measures.  According to the theory, every comparative adjective phrase corresponds to a quantity. Some quantities are not obviously well-ordered, but are still quantities that can often be compared. Clear examples are “nice,” “red” and the like.  It is clear that there are pairs of people A and B such that none of “A is nicer than B”, “B is nicer than A” or “A and B are equally nice” is determinably correct. One might object that real quantities cannot have this sort of indeterminability of order. But consider quantities of pie, and Fred and Bill, who are in a pie eating contest. Bill eats three pounds of pie in five minutes, compared to Fred’s two pounds. However Fred eats one half cubic feet of chiffon pie, whereas Bill, eating mincemeat pie, eats only one third cubic feet of pie. Who ate more pie? 


A relation such as “larger than,” which might seem to be well ordered, is probably not determinably so. An animal of low mass but high volume is indeterminately larger than or smaller than some animals with higher mass but lower volume. Likewise, a diffuse, bloated red giant is indeterminately larger or smaller than a denser higher mass white giant of only slightly less volume. 


While for any comparative there is an order, that ordering is in some cases indeterminable. So, whether St. Theresa of Avila was nicer, equally nice, or less nice than Mother Theresa may be determinate but indeterminable. Determinacy is a matter of truth; determinability is a matter of our knowledge. It is just asking too much to have criteria, in the sense of necessary and sufficient conditions, for most of the predicates of the world of medium-sized objects and properties in which we live. We posit beings and properties in order to think and reason about the world. It does not affect our ability to think and reason to acknowledge that, with two extremely nice saints, we should not be in a position even in principle to determine their rank on the niceness dimension. We should not expect niceness to be determinable, but we can harmlessly require niceness to be determinate. Relaxed-fit metaphysics accommodates. 

Of course, for many purposes in which determinably ordered domains are important, such as physics, we can and do introduce relations in place of “larger than,” namely “greater in volume” and “greater in mass.” We could do the same thing for “nice” and “cheerful.” Arguably, psychologists have introduced replacement concepts for “cheerful” for their scientific purposes. None of this means that there is no such thing as largeness, cheerfulness, or niceness, since there are true positive sentences using “nice,” “cheerful” and “large.” 

b2) Desideratum ii)

Having entities to quantify over makes constructions like 2) easy. “Bill is more annoyingly cheerful than Mike” can be either:

2a) Ǝx0 Ǝx1 Ǝx2 Ǝx3 (x0=ηy(C, b, y) /\ x1=ηy(C,m,y)  /\ x2=ηy(A,x0, y) /\ x3=ηy(A,x1,y) /\ Mx2x3)   or

2b) Ǝx0 Ǝx1 Ǝx2 Ǝx3 (x0=ηy(C, b, y) /\ x1=ηy(C,m,y)  /\ x2=ηy(A,x0, y) /\ x3=ηy(A,x1,y) /\ Mx0x1)  There are quantities of annoyingness, as well as quantities of annoying cheerfulness to be compared by the “more” relation, about which more in the next subsection.


More generally, complex comparative adjectival phrases fall out of this account in a straightforward way exactly parallel to a Davidsonian account of adverbs. “John is exceptionally intelligent” just further characterizes his intelligence. “Ǝx(x=ηy(I,j,y) /\ Ex).” “There is some intelligence whose subject is John and which is exceptional.” Equatives would likewise seem to be straightforward. When Bill is as tall as Fred, there are equal quantities of tallness of which each is the subject. To arrive at a theory quickly, one need just take a favorite analysis in terms of intervals, for instance, and translate. Thus, Schwartzchild and Wilkinson’s (2002, p.32) “Alice is exactly as rich as Bill is is true if there is some wealth interval that covers Bill that also covers Alice…” becomes “There are x and y such that x is Alice’s richness and y is Bill’s richness and x ≈ y.” [ƎxƎy( x=ηz(R,a,z) /\ y= ηz(R,b,z) /\ x≈y), where “≈” is equality rather than identity.]

Complex adjectival phrases that include clauses, such as “John is too tall to fit under the door,”  “John is so tall that he bumped his head on the door” and “John is tall enough to bump his head on the door,” are not as simple, but the same general strategy would apply. On the present theory, there is some quantity to be excessive, to have consequences, and to suffice for a result. The complications from such constructions are questions of what exactly to say about the apparent causal connection between the quantity and the result.
 I don’t have a theory. 

 Since an entity’s tallness is a quantity, in some cases measures can be applied to that quantity, both in the positive and, as we will see below, the comparative. The dimensions that the majority of accounts appeal to are simply greater and lesser amounts of these “stuffs.” For there to be a dimension is just for there to be true comparatives using a predicate, which amounts to saying that tallness and the like are quantities.

b3) Since the comparative adjectives designate quantities of stuff, those quantities can be compared  by a single relation. The basic comparative is “er…than.”
 “Er…than” holds between a pair of quantities of a and b just in case a is greater than b. So, “Fred is taller than Joe” becomes “There is an x and a y and a z such that x is Fred’s tallness and y is Joe’s tallness and z is the ..er..than of <x,y>.” [[ƎxƎyƎz ( x=ηz(T,f,z) /\ y= ηz(T,j,z) /\ ηz(E,<x,y>,z))].  Note that when Fred is shorter than  Joe, his shortness is er…than Joe’s. This is an important difference between quantities and Moltmann’s (2009) tropes.


The er…than relation is most clear when the quantities are of the same kind, say tallness, or when the same measures are applicable to both quantities, as with height and width. Cases in which quantities can be compared even though they are of very different kinds with no common measure will be discussed below, in dealing with Desideratum 9). 

b4) Desiderata 4a) and 4b): “more”

On the present theory, “more” is the comparative of “many” and “much.” “More” is how both “mucher” and “manyer” is pronounced. “Much” and “many” are predicates true of quantities as such. “Much” is true of any mass quantity; “many” is true of any plurality. As we will see, “much” and “many” themselves have some of the features of comparative adjectives, so that corresponding to the difficulty that a two-foot tall man is not tall is that two teaspoons of flour is not much in a cake recipe. Strictly, two teaspoons of flour is much, since “two teaspoons” is an answer to “How much flour is in the cake?” and means that there is some flour.

For some two-syllable adjectives, there are then two ways of forming a comparative. “John is cleverer than Fred” is “There is an x, a x’, and an x” such that x is the cleverness of John and x’ is the cleverness of Fred and x” is the ..er..than of <x,x’>.” [ƎxƎx’Ǝx”(x= ηz(C,j,z)  /\ x’= ηz(C,f,z) /\ x”= ηz(E,<x,x’>,z)]   “John is more clever than Fred” is “There is an x, x’, y, y’ and y’’ such that x is the cleverness of John and x’ is the cleverness of Fred and y is muchness of x and y’ is the muchness of y and  y” is the er…than of <y, y’>.” [Ǝx Ǝx’ Ǝy Ǝy’ Ǝy” [x= ηz(C,j,z)  /\ x’= ηz(C,f,z) /\ y= ηz(M,x,z)  /\ y’= ηz(M,x’,z)  /\  y”= ηz(E,<y,y’>,z))] In the first version, the clevernesses are compared, while in the second the muchnesses of the clevernesses is compared.
 

b5) Desideratum vb) and vd)


Desiderata va) and vc) require answers to the difficult questions about how to meet the difficulties in satisfying desiderata vii) and viii), and will be dealt with there. Desiderata vb) and vd) are more tractable.


Since the single relational predicate “er…than” is transitive, irreflexive and antisymmetric, so is every comparative adjective’s comparative. Thus there is an explanation of vb), why every comparative adjective’s comparative is transitive, irreflexive, and antisymmetric. The comparatives all have as a syntactic component “er..than” which is a relation that happens to have these properties. So, a language-learner needn’t learn something about each of the indefinite number of comparative adjectives, including the complex comparative adjectives, as individual pieces of learning. One piece of knowledge, that “er…than” is transitive, irreflexive, and antisymmetric, accounts for all such inferences. Thus the inference patterns in 5b) are explained by appeal to information about the extension of  “er…than” rather than by some semantical feature of the infinity of individual predicates. 
Measures now have something to be measures of in comparatives. Those of form vd)  that if Joe is two meters tall, and Fred is one meter tall, then Joe is taller than Fred, rely, as we would hope, on math. Knowledge special to “…er..than” supports the inference in vd). Inference vd) that from “Joe is two meters tall,” and “Fred is one meter tall,” we can infer that Joe is taller than Fred, is simple math, given that tallnesses are quantities. That is, mathematics, the theory of numbers rather than semantics, tells us that two is more than one, so if Joe’s tallness is two meters and Fred’s tallness is one meter, then Joe’s tallness is more than Fred’s.

b6) Desideratum vi): “much more”

In “John is cleverer than Fred”, the clevernesses “er…than” holds between are quantities and the “..er..than” is itself  a quantity as well. The difference in the clevernesses may be large or small. “Er…than-nesses,” i.e. ordered differences, are themselves quantities whose subjects are ordered pairs. 

“Much” is a predicate true of mass-like quantities as such. Thus “John is much cleverer than Fred” just characterizes the er…than as much. The difference is big. In “John is much more clever than Fred” the “much” characterizes the er…than of the respective muchnesses. Spelled out, these sentences are as follows: “John is much cleverer than Fred” is “There is an x, x’, x” and x”’ such that x is the cleverness of John and x’ is the cleverness of Fred and x” is the ..er..than of <x,x’> and x”’ is the muchness of x”.” [ƎxƎx’Ǝx”(x= ηz(C,j,z)  /\ x’= ηz(C,f,z) /\ x”= ηz(E,<x,x’>,z)]. “John is much more clever than Fred” is “There is an x, x’, y, y’, y” and y”’ such that x is the cleverness of John and x’ is the cleverness of Fred and y is the muchness of x and y’ is the muchness of y and  y” is the er…than of <y, y’> and y”’ is the muchness of y”.” [Ǝx Ǝx’ Ǝy Ǝy’ Ǝy” Ǝy”’ [x= ηz(C,j,z)  /\ x’= ηz(C,f,z) /\ y= ηz(M,x,z)  /\ y’= ηz(M,x’,z)  /\  y”= ηz(E,<y,y’>,z)) /\ y”’= ηz(M,y”,z)  ] That is, the difference between the muchnesses of the clevernesses of John and Fred is much.

Once again, there is the difficulty of why this is not trivial, since any difference between muchnesses is some much. This is the same problem as why a two-foot tall man is not a tall man. Some explanation of the apparent relativity of “much” to kinds of quantities must be given, just as the apparent relativity of “tall” to kinds of individuals must be given. It will be, see below. We have to give an explanation of how a difference can be not just some much, but much for this kind of quantity.
The theory claims that “much” and “more” are the same in comparative adjective constructions and in mass-term quantifiers. “Much rice is grown” is just “The rice grown is much.” There is of course still the problem that “three grains,” which seems to be not much rice, is an answer to “How much rice is grown?” If three grains is some much, how does it avoid being much? The answer to this puzzle, which is the same puzzle as why not every difference between the clevernesses of John and Fred makes John much more clever than Fred, is a consequence of the theory’s way of meeting desideratum viii), below.

“More” as a traditional comparative quantifier (i.e. a two-place comparison of material quantities) is the same “more” that occurs in comparatives. “More rice than millet is grown” is just “The rice grown is more than the millet grown.” “Much more rice than millet is grown” is just “The more rice than millet grown is much.” “Much,” the positive predicate of which “more” is the comparative, is likewise the same word as a quantifier and as a characterizer of a quantity of tallness. On the present theory, quantifiers are predicates of quantities, whether tallnesses, muchnesses, masses, or pluralities. 

The only distinction is that “many” is the predicate that is used with pluralities of individuals, i.e. subjects. Some examples of quantified sentences using “more,” “many” and “much” would be the following: “Many dogs are cute” is just “the cute dogs are many.” “More dogs than lice are cute” is just “the cute dogs are many-er than the cute lice.”  “Many more dogs than lice are cute” is  “the many-er than by which the cute dogs are more than the cute lice is itself many.”
As we have observed, “much” and “many” are predicates of quantity-as such. “Er.. than..” is a two-place quantifier, that is comparative predicate of quantities of all kinds. “More” is a derived two-place quantifier. Exactly the same “more,” “many” and “much” occur with adjectives and comparisons of masses and numbers. With comparative adjectives, “many” only occurs with measure-phrases that apply units to quantities. “John is much taller than Fred” may be true because John is many inches taller than Fred.

Meeting desiderata vii) and viii) above is much more challenging. The theory so far apparently fails to deal with two of the desiderata.  Desideratum viii), that some account of non-intersectivity be provided, is arguably the central desideratum of an account of non-intersective adjectives. This desideratum is not met, since “Joe is a tall man” comes out as “Joe has some tallness, and Joe is a man.” That is, the theory treats “Joe is a tall man” as a conjunction, meeting desideratum 8a), but with apparent obvious problems. So far, “tall” as a one-place predicate of stuffs seems to entail these awkward consequences.

Desideratum vii), that when Fred is two feet tall he is not tall is still unexplained, since “Fred is two feet tall” is just “There is a tallness of Fred which is two feet.” But “Joe is tall” is understood as something like “Joe is notably tall.” Analogous difficulties affect other parts of the theory. Any number of dogs is some many, since “one” is an answer to how many dogs I have. But “Bill has many dogs” is understood as “Bill has notably many dogs.” Likewise, any quantity of rice is some much rice, since “one gram” is an answer to “How much rice?” even though that is not much rice. In the same way, any difference in the clevernesses of John and Fred is some much even if John is not much cleverer than Fred.  
The following sections show how the theory can meet desiderata vii) and viii). The subsequent sections will show how desiderata ix) x) and xi) can then be met, as well as how va) and vc) fall out of the theory. 

b7) Two foot tall men and non-intersectiveness
b7a) Adjectives’ distribution in domains


In order to see how the theory can accommodate these facts, we must first examine some contrasts between intersective and non-intersective adjectives. Is “red” intersective? A very red face is less red than a not very red apple. For “red” there happen to be domains where the range is different from that in other domains. Since some things are red enough to be red for anything, “red” would have to have both an intersective and a non-intersective reading, apparently. For many adjectives that admit a comparative, though, it is difficult to find natural domains where the quantities have different distribution. On the other hand, it is difficult to rule out the possibility of different distributions. 

Consider the predicate “is Estonian,” interpreted as an ethnic predicate. Presumably, depending on ancestry and culture, some people are more Estonian than others, and some people are not Estonian at all. But for all I know, there is a border province, and people in that border province, who are Estonian for that province, but would not be Estonian in Talinn.


Nature in many cases comes in clumps, so that some adjectives seem not even to have comparatives.  There could be a densely populated genetic continuum between capybaras and cows, distributed geographically from south to north, so that the more capybaran an animal is, the farther south it would tend to be found, and the more bovine an animal, the further north it would likely be found. In that case, there would be animals that are bovine for Peru but would be capybaran for Connecticut. As it happens, such difference in distribution in different domains does not occur. The animals are clumped into animals that are bovine and capybaran wherever they are, and a majority of animals that are neither capybaran nor bovine at all. But this is a fact about the way the world is, and a contingent one. The same is true for almost every other adjective that seems to be purely intersective.  

On the other hand, tallness obviously has very different ranges in different domains. The tallest beer stein is not as tall as the least tall building. All of this is contingent information about the world. As the world actually is, no amount of tallness would qualify an entity as tall for anything.  We could have a world with nothing but electrons, all of exactly the same mass, and protons, all of exactly the same mass. In such a world, everything would be either large or small, heavy or light, period. No real cases would exist in which the non-intersectiveness of these predicates would reveal itself.

Another feature of “tall,” “large” and the like in contrast to being an Estonian and being bovine is that every physical object has some tallness and largeness. On the other hand, many people, for instance, are not bovine or Estonian at all. Being bovine or Estonian at all thus happens to be worthy of note. In the same way, since not everything is red at all, anything that is even some red is red enough that noting that it is some red can be informative. 
These differences are all contingent differences in the way the world is. Different predicates have different degrees of domain-dependent distribution difference. But a semantics should not incorporate contingencies about domains and the distribution of quantities within those domains to determine logical forms. Such real-world information is not part of knowledge of language, but rather part of knowledge of the world. “Non-intersective” is a contingent feature of the world with respect to a predicate. In the same way, that being some red or some bovine is informative is a contingent feature of the world, not a feature that should be part of the semantics.

If these features are not part of the semantics, they must be part of what happens in interpretation. An explanation of the appearance of a semantic connection must be explained in a principled way by what has to go on in understanding what a speaker means.

b7b) Desideratum vii): Why a two-foot tall person is not really tall

 We do not interpret people as saying trivial and redundant truths. “Fred is what he is” is never an observation about self-identity. Since all soup contains water, “This is watery soup” cannot just point out that this soup is soup. “Watery” would add nothing. So, how does it happen that “tall” in “John is tall” means anything other than the trivial “John is some tall”? How can “John is tall” possibly be one-place and non-trivial?  Unlike John’s having some redness or being part Estonian, John’s having some tallness is trivially true and thus not noteworthy. So, since every speaker and every interpreter knows that everything is some tall, and each knows that the other knows this, the speaker routinely expects, and the interpreter routinely expects, that the tallness being alleged in “John is tall” must be noteworthy. “John is tall” will therefore always be interpreted as “John is notably tall.” Since the speaker must be saying something worth saying, the speaker cannot mean just that John has a body.

b8a) meeting desideratum viii): How a tall man could fail to be a tall basketball player
“Tall” has very wide variation in ranges among domains, and everyone knows it.  “Tall” by itself does not indicate any range of tallness, even granted that “John is tall” is understood as “John is notably tall” for the reasons described above. Tallness ranges differ radically in various domains, and there is no such thing as “tall for anything.”  Thus, even “notably tall” doesn’t say anything non-vacuous, since no height qualifies an entity as notably tall for any entity whatsoever. So, how can “tall” be a one-place predicate?

Here is how: “Tall” is like “interesting” and “funny.” “Tall” and other non-intersective predicates are semantically one-place predicates even though they cannot be true of an object except relative to a domain and so are interpreted relationally. An ascription of “tall” gives no information except relative to a domain. Every competent speaker has this world-information about “tall,” as does every competent interpreter.  So, when speaker A tells interpreter B that Fred is tall, interpreter B knows that A knows that “some tall” is trivial and that “notably tall” is only evaluable relative to a domain, and that A knows that B knows this. So, B must interpret A as communicating “Fred is tall for an F”, for some domain F. The “for a” construction is a two-place relation between a tallness and a set. So, the familiar paraphrase of “tall man” as “tall for a man” is right, but not semantics.

When context does not select a particular domain in which Fred might be notably tall, speaker A can assist B by mentioning the domain in which Fred is outstanding in height, according to A. Thus, since Fred is clearly a member of many different domains, “Fred is a tall basketball player” indicates what particular domain the speaker takes Fred to be tall for. Thus “Fred is tall” is always interpreted as “Fred is tall for a G”, even though “Fred is tall” is a one-place predicate that literally means that Fred has some height.
 
The quantifiers “much” and “many” appear to be non-intersective predicates of sets and mass-or mass-like quantities with the features of “tall.” Three cc’s is very much heroin to inject but not much gasoline to put in your tank. Twelve is many spouses but few peas. So “much” and “many,” the pure quantity-as-such adjectives, can also only non-trivially and sensibly be applied relative to a domain. Thus, while every quantity is some much or some many, “many frogs” will communicate “notably many for a frog-set.”

The same thing will apply for “much larger than” and “many more than.” If I have four more siblings than you, that is many more, but if my home galaxy has four more stars, that is not many more stars. Joe is much taller than Fred, if the difference in height is one foot. But a one-foot difference would not qualify one building as much taller than another. In every such case, some reference class is interpolated in interpretation.
In “Fred is a tall man but not a tall basketball player” the interpreter must shift the domain in mid-sentence. In a similar way, the quantifier domain shifts from students in the class to the general student body in “Everyone has to take next Tuesday’s exam, but by University policy, all athletes get automatic passes, so you’ll be OK.” 
So, there are no semantically non-intersective adjectives. “Fred is a tall man” has the form “Fred is tall and Fred is a man.” The set of sentences “Fred is a tall man,” “Fred is not a tall basketball player,” “Fred is both a man and a basketball player”, is contradictory. But so is “I am taller than anyone in this room,” and “After I came in, everyone left and there I was, alone.” Just as we assign quantifier domains to make sentences possibly true, so we assign domain ranges to make an utterance of “John is tall” possibly true.
b8b) Desiderata 5a) and 5c)


By meeting desideratum viii) we are also able to meet desiderata va) and vc). Desideratum va), that the inference from “John is a tall man” to “John is a man” is met in the simplest way possible, since it’s form turns out to be “John is tall and John is a man.” Inference vc), from “Joe is taller than Fred,” “Joe is a man,” and “Fred is a tall man,” to “Joe is a tall man,” is not formally valid, but is truth-preserving because “…is a tall man” is understood as “is tall for a man.” That understanding, along with knowledge about the “er..than…” relation means that Joe, since he is also in the set of men, must be tall for that set if Fred is. 
b9) Meeting desideratum ix: cross-modal comparisons


Cross-modal comparisons, according to the present account, seem to present a problem. “John is handsomer than he is wise” requires that quantities of handsomeness be compared to quantities of wisdom. What possible common metric could there be between handsomeness and wisdom?


The issue is what has to be the case for the “er…than” relation to hold between a pair of quantities. It is quite clear what it takes for er…than to hold between a pair of tallnesses. Something like Bales’ (2008 ) view is required to allow cross-modal comparisons to also be cases of true er…than claims. Bales’ view is that the semantics for comparatives presupposes is a single metric for all comparatives. Roughly speaking, from the range of any given feature, a kind of rough percentile score can be constructed. Thus a person’s handsomeness can be a larger amount of handsomeness relative to handsomenesses than that person’s wisdom is relative to the range of wisdoms. 


On the present account, the issue is what it takes for the er..than relation to hold, which is not properly a part of the semantics. The semantics puts no restriction on what it takes for the “er…than…” relation to hold between a pair of quantities.  For some cases, we seem to be willing to judge that a weight is larger than a height, or that an amount of honesty is the same as the length of a day. For other cases, we have no idea what to make of the comparison. “Arcturus is farther away than it is bright” and “John is nicer than Saturn is remote from the Sun” are difficult to interpret.


We adapt Bale’s account as follows: Quantities can always be compared when they are quantities of the same kind of “stuff.” This is what Bale calls “direct comparison.”  In cross-modal comparisons, quantities are compared as quantities.  Comparing quantities as quantities is comparing muchnesses. When Freda is prettier than she is nice, the muchness of her prettiness is er..than for a prettiness than the muchness of her niceness for a niceness. Bales calls such comparisons “indirect.”


On the present theory, the logical form of direct and indirect comparisons is exactly the same. The difference is that the indirect comparison criterion is applied when the direct comparison is impossible. So, when confronted with the utterance, “Freda is prettier than she is nice,” since there is no direct comparison of the quantities of prettiness and niceness of which Freda is subject, the interpreter applies the other, indirect way of comparing prettiness and niceness. 


In deciding on a ranking within prettinesses for Freda’s prettiness, we don’t take into account flowers and proofs. Is any human being prettier than the proof that any integral root of any integer is either an integer or an irrational number?  In assigning truth-values to utterances, an interpreter ascribes restricted ranges to the respective kinds of quantities by restricting the subjects of the quantities. So, we take the prettinesses to be restricted to human females, and nicenesses to humans. 


Muchnesses as such are essentially unlimited, so indirect kind of comparison is only possible when either there are finite ranges for quantities or there is an intended restriction to subjects for which there are finite ranges. So, “Arcturus is farther away than it is bright” will not be judged true, since brightness and distance do not have ranges, and “Arcturus” removes the utterance from contexts where ranges are limited.

b10) Comparative non-adjectives


According to the Davidsonian approach, a predicate is a predicate—there is no special semantic category of “comparative adjective.” By that approach, it ought to be possible to utter truths such as “That piece is more a chair than that one over there, which is almost a couch.” By the present account, “being a chair” can designate a quantity. The quantities so designated are bounded, and many objects have none of them. My toe is not a chair at all. Thus we would expect that these comparatives would be generally interpretable in cross-modal comparisons. And they are.  “The Subaru Forester is more a station wagon than an SUV.” “Susan loves Fred more than she respects him.” These are cross-modal because there are different kinds of quantities in question. There are various features that make a car station-wagony and other features that make a car SUVy. The claim is that, among cars, the Forester is higher on the station-wagon scale than on the SUV scale. The fact that a Subaru Forester is very much more an SUV than a tricycle or a dog-cart is not relevant. 


Even names seem to have comparatives, both “normal” and cross-modal, when they are names of familiar people or familiar fictional characters. ”Dilbert is more a Charlie Brown than Dagwood is,” and “Dilbert is more a Charlie Brown than a Dagwood.” Mass nouns can also be comparatives. “This crème brulee is more soup than custard.”


What do these possibilities mean? In the initial analyses of “John is a tall man,” an individual individuated by the count-noun “man” was designated as the subject of a tallness. But if count-nouns themselves can be comparatives, what is an independent being as opposed to a dependent being? Many predicates can refer to entities regarded as subjects or entities regarded as dependent quantities. “Regarded as” is to be explicated by how the term occurs in the sentence. Being a subject rather than a dependent quantity is not an internal feature of the predicate itself. So, when “a chair” occurs in “That piece is more a chair than that one over there” “being a chair” is being treated as a quantity that, for instance, a stool might have. Chairs themselves are at the top of this dimension and have the maximum amount of this quantity. 


It appears plausible that any predicate with an upper limit on how much it can be satisfied, can be treated as a subject. Predicates whose instances are routinely at the top will be taken to be natural individuals—subjects of dependent beings. On the other hand, predicates without upper bounds, such as “tall,” “large,” and the like are difficult to so construe. This seems to be the case even of terms that are normally taken to be adjectives. We can talk about this red, and argue whether it is more sensual than that one. In a world exclusively populated by electrons and protons, we could talk about heavies and lights. 


It is, of course possible to treat a quantity of largeness or a difference as a subject. These very terms, “largeness” and “difference,” by being nominalizations of predicates, do so. A dependent being is dependent only relative to a choice of a subject as independent being. One could think of a largeness as having Fred as a container, for instance. We tend not to do so. 

� Of course there can be disputes about which inferences are dues to logical form and which not, since the above is only a sufficient condition, not a necessary condition of an inference being formal. These disputes can be disputes about which predicates are simple and which conceal structure. 


� Davidson (1965) makes this argument for formal structure is in his discussion of Scheffler’s proposal to treat the that-clauses of belief-sentences as unstructured predicates. 


� So, for illustration: The inference from “Zoe is a dog” to “Zoe is an animal” is supported by the piece of knowledge special to the predicate “dog” and not true when the predicate “log” is substituted, “Dogs are animals.” On the other hand the inference from “Joe is both obese and vain” to “Joe is vain,” if it depended on special knowledge about obesity and vanity, would require that the language understander have an infinite amount of knowledge corresponding to the indefinitely large number of substitutions for “obese” and “vain” for which this inference is truth-preserving.  


� The quantifiers are a case in point. Davidson treats the quantifiers “all” and “some” as parts of structure, and so understands the equivalence between “not all” and “some not” as semantics. Linguists, on the other hand, realize that quantifiers are in effect predicates of sets. Yet linguists continue to give a semantics for these quantifiers that makes connections between, “not all” and “some not” part of semantics.  In the case of clauses giving the meanings of quantifiers, though, it would be compatible with Davidson’s and Quine’s basic thought to treat information about interconnections among quantifiers and what quantifiers say about the classes they characterize as theories about the predicates, rather than imbedding the information in the semantic clauses. “Five frogs are green” would be “five(x|Fx, x|Gx).”  “Not all frogs are green” and “It is not the case that some frogs are not green” would be “┐A(x|Fx, x|Gx)” and “S(x|Fx, x|┐Gx).”  There is prima facie no more reason to build the equivalence between these two sentences into the semantics than there is to build arithmetic into “five” in order to capture the equivalence between “five” and “twelve minus seven.”  Arithmetic is the theory that does that, and set theory is the theory that captures the equivalence between “All frogs are green” and “It is not the case that some frogs are not green.” Leaving the treatment of the quantifiers disquotational does no harm and relieves the semanticist of the job of deciding whether “tons of frogs are green” entails “lots of frogs are green.” The historical Davidson of course thought of quantifiers as part of the logical apparatus. But this is inessential to his project. The modified Davidsonian semantics which treats quantifiers as predicates thus has no difficulties with absorbing current linguistic accounts of the quantifiers. On the modified Davidsonian conception of logic being described, the logical particles would be the truth-functions and the set-abstraction operator. Everything else would be predicates. 


� The classic exception is Klein (1980). Jenny Doetjes,  C. Constantinescu and K. Součková, (2010) calling their view “neo-Kleinian” and Doetjes (2009), ) are also exceptions. These theories, though, involve quantification over degrees and degree functions, respectively, and so depart from disquotationality. 


� The only specifically semantic features of a predicate, for a Davidsonian or a Quinean, is its number of places. Thus a sentence like “Seven is more prime than thirty-seven” is false, but not for semantic reasons. If there were semantic features of predicates, rather than truths about their extensions that  determined what they were true of, we would lose the idea that semantics, as opposed to theory, is predicate-indifferent.


� An extension of the theory to complex adjectives whose comparatives seem to be relative to a reference class must be possible. I am a better tennis player than Fred, but not a better swimmer. “Good,” “efficient,” “skillful” and other predicates have this feature, which is lacking in most comparatives. If I am taller man than Fred, I am a taller anything than Fred. These predicates occur naturally in what turn out to be cross modal comparisons, as in “I am a better jogger than a ballet-dancer.”


	This is a project for another essay. 





� As we will see, this makes it easy to express “John is more remote from Fred than he is from Mary.” [ƎxƎy(x=ηx(R,<j,f>,x) /\ y= ηx(R,<j,m>,x) /\ x is greater than y.] There are two remotenesses, that of John from Fred and that of John from Mary, and one is compared with the other. We will get to this “greater than” relation shortly.


� As discussed in detail below, this aspect of the theory has some resemblance to Moltmann’s (2009) account on which adjectives denote tropes. The differences between tropes and quantities is discussed below. 


� Aristotle, Metaphysics Z 1, 1028 a 10-30.


� Such quantification over stuffs is not reducible to quantification over sets. I think quantifiers are predicates of quantities. Sometimes the quantities are pluralities, and can be regarded as sets; sometimes the quantities are stuffs like rice, mud, oxygen, and tallness. 


� See Davidson (1980).


� Plato’s brief account in the Phaedo quoted as the epigraph now seems to me to be exactly right. After at least a hundred years of commentators, including me, saying that Plato did not understand relations, Plato, according to the present account, turns out to be right.. 


� “John is so tall that he bumped his head on the door” seems to say that John’s has this tallness so that he bumped his head.  


� A single basic comparative relation is a feature of the present theory shared by Bale’s (2008) discussed below.


� The explanation of why two teaspoons is some much, but also not much, will have to wait until the account of desiderata vii) and viii).


� As Jenny Doetjes reminds me, French, for instance has only one device for comparatives. It works differently in other ways as well, as one would expect.


� It seems plausible to treat units of measures as individuals, with the prepositional clause saying what the individual is made of. Thus we have “four reams of paper,” “five pages of fine print,” “three pounds of rice,” “four truckloads of loam” and “two hundred head of cattle.” Given that what adjectives denote are quantities, the same idea should apply. “Four feet tall,” “five pounds heavier than Fred” and “two degrees more acute than a right angle” would state a number of these standardized individuals that would exhaust a given quantity. 


	There are some oddities about these individuals, since they seem to be interchangeable, and since it seems that no particular feet are in question when the distance from A to B is 150.52 feet. I understand this expression to mean that 150.52 is the number of distinct feet-lengths that could be made from that distance. 


	Schwartzchild and Wilkinson (2000, p.15) are surely right that the result of combining a number, a unit, and a quantity yields a complex quantifier phrase, but I’m not convinced that it is necessary to give the units a special status by calling them “classifiers” as they do. Many kinds of units are perfectly good individuals, so words like “inch” can be just predicates. When we have five pages of fine print, each of the five pages is something, and can even be labeled as to which (first, second, etc.) page it is. Admittedly, inches and feet are less individual-like, since they can be delineated anywhere in the length, but that seems not enough reason to treat them differently from pages, truckloads, and heads.  





� This way of understanding non-intersectivity has quite a bit in common with Klein (1980), where contextual parameters fix a reference class. I am not sure what Klein would do about the triviality problem. One major difference between the present theory and Klein’s on the non-intersectivity problem is that the present theory would not include parameters in the semantics.


� From a Davidsonian point of view, the fact that “Arcturus is farther away than it is bright” is not true does not mean that “Arcturus is closer than it is bright” is true, any more than “the square root of two is not blue” means that it is some other color.  There are pairs of objects, for instance me and my Chevy, such that it is not the case that I am er than my Chevy, nor my Chevy than  me. 





